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Abstract

After more than thirty years since the discovery of high temperature superconductivity in the

cuprates, their properties still lack a complete theoretical understanding. In this work, we will

argue that the key role to decipher the phase diagram of these compounds lies in the physics of

the Mott transition, combined with the effect of short-range order correlations. By the use of

Cellular Dynamical Mean-Field Theory with the Hybridisation Expansion Continuous-Time

Quantum Monte Carlo as the impurity solver, we begin examining the two-dimensional Hub-

bard model. The comparative analysis at half-filling of the properties of the antiferromagnetic

and normal state reveals a detectable, sharp crossover in the condensation energy linked to

the underlying Mott transition.

Upon doping the system, the study of several parametric regimes in the presence of d−wave
superconductivity reveals the role of the pseudogap to correlated metal transition, hidden

under the superconducting dome. The Widom line is a line of crossovers that emerges at high-

temperature from this transition. This supercritical behaviour not only determines the shape

of this dome but also the maxima of Tc at optimal doping as well as the driving mechanism

that allows the superconductivity to occur. Furthermore, it explains how the condensation

energy can change from potential-energy driven to kinetic-energy driven upon a reduction

in doping. The first-order transition affects the superconducting properties, providing an

organising principle for the whole phase diagram.

Additionally, we investigate a more realistic model for the cuprates that includes three

orbitals per unit cell, the Emery model. We compute the finite temperature behaviour of the

metal to charge-transfer insulator transition driven by the interaction and of the pseudogap to

correlated metal transition driven by increasing the hole carrier concentration. The features

of the superconducting and normal states confirm the Hubbard model scenario, despite the

large differences in microscopic details, such as the presence of oxygen and the different band

structure.
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respectively. The line of blue filled circles draws T dc , the loci below which we are

in presence of Superconductivity, i.e. the superconducting order parameter Φ is

nonzero. Colour encodes the magnitude of |Φ| (see Fig. 5.8 for Φ(U) and Φ(δ)

curves at different T ). The loci of Φmax(δ) are indicated with blue triangles.

On the right vertical axis we convert temperature to Kelvin by using t = 0.35eV.107

5.5 Characteristic dopings in the U − T plane: black circles describe the optimal

doping δopt, blue triangles the position of the maximum order parameter δΦmax

for T/t = 1/100, and green circles the largest doping at which superconductivity

disappears for the lowest temperature studied δmax, in this case T/t = 1/100. . 108

5.6 On the left: panel (a): d-wave order parameter ψ as a function of the filling

n = 1 − δ for several values of the interaction U computed with CDMFT at

T = 0 using Exact Diagonalization Technique as the impurity solver [199].

(b) As (a), but with the vertical axis divided by the super-exchange energy J .

Figure taken from Ref. [185]. On the right: d-wave order parameter 〈cc〉 as a

function of filling n for U/t = 6.5 for several values of the inverse temperature,

computed with 8-site Dynamical Cluster Approximation using Continuous Time

Auxiliary Field Quantum Monte Carlo as the impurity solver. Inset: scaling of

the critical filling, i.e. the lowest value of the occupation that is superconducting

for isothermal scans, computed for several temperatures. Figure taken from

Ref. [194]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
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5.7 Phase diagram of the two-dimensional Hubbard model in the interaction U

versus doping x plane, computed with 4-site (left upper panel), 16-site (left

lower panel), and 8-site (right panel) Dynamical Cluster Approximation, using

Continuous Time Auxiliary Field Quantum Monte Carlo as the impurity solver

at temperature T = 1/40. The dashed line indicates the location of the normal

state pseudogap onset. The circles in the red shaded area and the diamonds in

the light blue shaded area display the superconducting region and the pseudogap

respectively; whereas the black squares represent the Fermi liquid phase. The

Mott insulator states of the undoped system are drawn with a heavy, dark green,

solid line. Figure taken from Ref. [194]. . . . . . . . . . . . . . . . . . . . . . . 109

5.8 The superconducting order parameter |Φ| as a function of the interaction U in

panel (a) and as a function of the doping δ for U = 5.6, 6.2, 7.0, 9.0, 12.0, 16.0

in panels (b) through to (g). The data is shown for isothermal scans of several

different temperatures: with green diamonds for T/t = 1/25, with blue squares

for T/t = 1/32, with red triangles for T/t = 1/50, and with black circles for

T/t = 1/100. By interpolation of these curves we obtained the colour map in

Figs. 5.2, 5.3, and 5.4. The optimal doping δopt is indicated with the dashed

vertical black line in each panel. . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
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5.9 Temperature versus hole doping phase diagram for U/t = 6.2, 7, and 9, respec-

tively. The line of blue filled circles outlines T dc . The red shaded area in (a)

shows the hidden coexistence region across the first-order pseudogap to corre-

lated metal transition obtained from the hysteretic evolution of the doping as

a function of chemical potential µ. This region terminates in a second-order

critical point at (Tp, δp) leaving a supercritical signature for T > Tp encoded

in the Widom line TW (line of orange circles), the loci of the maxima of the

charge compressibility as a function of δ at constant T [32]. The line of blue

triangles outlines the maximum of the superconducting order parameter as a

function of doping at constant temperature Φmax(δ), and it is close to the values

of TW for the underlying normal state. The magnitude of the scattering rate

Γ, estimated from the zero-frequency extrapolation of the imaginary part of

the (π, 0) component of the cluster self-energy [29, 30], is colour-coded. Panels

(d), (e), (f): the difference in the kinetic, potential and total energies between

the superconducting and normal states are indicated with the blue, red and

green lines respectively. The full and dashed lines represent T/t = 1/50 and

T/t = 1/100 respectively. The shaded bands give the standard errors. The loci

where the condensation energy reaches is minimum is shown with a line of green

filled squares. It follows TW (δ) and Φmax(δ). . . . . . . . . . . . . . . . . . . . 111

5.10 Scattering rate Γ for U/t = 6.2, 7, 9 in the normal and superconducting states

(full and dashed lines, respectively). Data is presented as blue squares for

temperature T/t = 1/32 , red triangles for T/t = 1/50, and black circles for

T/t = 1/100 . By interpolation of this data we obtain the colour map of Fig.

5.9. The total maximum of the normal state scattering rate, Γ(δ)|T , is marked

for each temperature by a solid symbol and their loci is displayed with the solid

white diamond line in Fig. 5.9. For finite doping δ > 0, there is a maximum in

the normal state Γ(δ)|T , that is near to the first-order transition between the

pseudogap and correlated metal for T < Tp (cf. U/t = 6.2 and T/t = 1/100)

and in the supercritical region for T > Tp [29,30]. Upon increasing temperature,

the value of Γ(δ)|T at its maximum increases as does its width in doping. . . . 112
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5.11 Contributions to the doping evolution for the spread of the kinetic energy be-

tween the superconducting and normal states at U/t = 6.2, 7, 9 on the left, cen-

tral and right columns respectively. The full and dashed lines are for T/t = 1/50

and T/t = 1/100 respectively. Top panels: difference in the total kinetic en-

ergy ∆Ekin; Central panels: contribution from terms outside the cluster ∆E
(1)
kin;

Bottom panels: contribution from terms within the cluster ∆E
(2)
kin. We relate

the sign change in ∆Ekin to the sign change in ∆E
(1)
kin. The definitions of the

various contributions are given by Eqs. 5.14 and 5.15. . . . . . . . . . . . . . . 116

5.12 The difference in kinetic, potential and total energies between the supercon-

ducting and normal states are indicated with the blue, red and green lines

respectively. The full and dashed lines are for T/t = 1/50, 1/100, respectively,

and the shaded bands give the standard errors. . . . . . . . . . . . . . . . . . . 116

5.13 On the top the kinetic and on the bottom the potential energies of the normal

(black diamonds) and superconducting (white squares) states as a function of

temperature for low doping δ = 0.05 and high doping δ = 0.20 in the left and

right panels respectively. The value of Tc is displayed with the vertical dotted

lines. Figure taken from Ref. [207] where the Dynamical cluster approximation

was employed, for a cluster of 4 sites, using Quantum Monte Carlo method as

impurity solver. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.14 The difference between the superconducting and normal states in the kinetic,

potential, and total energies indicated with the lines of black dots, red squares

and blue triangles, respectively, at T/t = 1/60 as a function of the occupation

n = 1− δ. The figure was taken from Ref. [195], where the Dynamical Cluster

Approximation for a cluster of 8 sites was employed, using Continuous Time

Auxiliary-Field Monte Carlo algorithm as impurity solver [208]. . . . . . . . . . 118

5.15 Ratio between the potential energy and the kinetic energy gain upon entering

the superconducting state in the underdoped region. Red triangles are used for

temperature T/t = 1/50 and black circles for T/t = 1/100 . The horizontal

dashed line shows the value −1/2 expected from the super-exchange energy

proportional to J . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
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5.16 Phase diagram of 2D Hubbard model calculated within CDMFT solved using

Exact Diagonalization algorithm for 2x2 clusters. At large hole or electron

doping, there is a Fermi-liquid phase that becomes a non Fermi-liquid phase

upon decreasing the doping. The symbols for U = 1.5 and U = 2.5 indicate the

approximate critical doping δc for t′ = −0.075 shown as solid red circles and for

t′ = 0 represented by empty blue circles. At δ = 0, the vertical line represents

the Mott insulating phase at half-filling. The critical U indicated by X is about

1.4 for t′ = 0 and t′ = −0.075. Finally, with the long-dashed green line, the

approximate lower bound of the non Fermi-liquid domain is indicated. Figure

taken from Ref. [211]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.17 Same as Fig. 5.9, but for U = 6.0t and t′ = −0.10. All conclusions remain

unchanged with a finite t′. T dc still has an asymmetric dome-like shape, with a

maximum that is linked to maxΓ. Φmax(δ), TW , and min∆Etot appear to be

correlated with each other. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.1 The electron doping x (green line) and the antiferromagnetic mAF, and su-

perconducting mSC order parameters (red and blue lines, respectively) as a

function of the chemical potential µh of the Emery model at T = 0 solved using

Variational Cluster Approach [242]. Figure taken from Ref. [239]. . . . . . . . . 124

6.2 Optimal magnitude of the superconducting order parameter, ∆max, as a func-

tion of the charge-transfer energy εd − εp for the Emery model at T = 0 solved

by using Exact Diagonalization [199]. The blue shaded area represents the para-

metric regime characteristic of the LSCO family. Figure taken from Ref. [240]. . 125

6.3 Charge transfer gap ∆ρ as a function of copper occupancy Nd for various values

of the interaction U , the number of bath states Nb=9,12, and the number

of lattice sites Nc = 1, 4. The horizontal black line represents ∆ρ = 2 eV

characteristic value of the parent compounds of cuprates. Here the Emery

model at T = 0 is solved by single- and four-site versions of the Dynamical

Cluster Approximation implementation of Dynamical Mean-Field Theory [25]

with Configuration Interaction Approach as impurity solver [243]. Figure taken

from Ref. [241]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
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6.4 (a) Noninteracting Fermi surface for the model parameter : εp = 9, tpp = 1,

tpd = 1.5, which gives a total occupation ntot equal to five. (b) Non-interacting

band structure for the same model parameters along with the resulting total

density of states. Colour corresponds to the d-character of the hybridised bands.

The band crossing the Fermi level has mostly oxygen-character. . . . . . . . . 127

6.5 The Zaanen-Sawatzky-Allen scheme. This phase diagram shows how many

possible phases are controlled by the value of the ratio of the local copper

interaction to the hybridisation energy, UT , as a function of the ratio of charge

to hybridisation energy, ∆
T at zero temperature. Beginning from the top right

side we are in the presence of a Mott-Hubbard insulator, here indicated by (A).

The energy gap of this state is Egap ≈ U . By decreasing the magnitude of ∆,

the state, after crossing an intermediate region of bound states (AB), becomes

a charge transfer insulator (B) with an energy gap Egap ≈ ∆. By lowering

∆ further, we find a metallic state in the copper band, denoted (C), and a

metallic state in the oxygen band, (D). Finally, with (CD) or (C’D) we have

an intermediate region between these two metallic states. Figure taken from

Ref. [10]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.6 Cartoon of the local density of states as a function of the energy: in panel (a) for

the Mott-Hubbard insulator and in panel (b) for the charge-transfer one, where

the left side of each panel shows the independent electron case of the Emery

model U = 0 and the right side the correlated electron case for U > UMIT. The

DOS for the copper is displayed in dark grey and white, whereas that for the

oxygen in light grey. Depending on the interaction U and the charge-transfer

energy ∆ = |εp − εd| we have two possible insulator states. Figure taken from

Ref. [245]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
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6.7 Panel (a): the local density of states N (ω) at ntot = 5 and β = 50 for several

values of Ud. From left to right: total, projected N (ω) on the p- and d-orbitals.

The zero of energy corresponds to the Fermi level. Other model parameters are

|εp − εd| = 9, tpp = 1 and tpd = 1.5. Panel (b): the double occupancy D as a

function of Ud at ntot = 5 for β = 25 (squares) and β = 50 (circles). Hysteresis

region is shaded. Panel (c): the T versus Ud phase diagram at ntot = 5. The

first-order transition at finite Ud between a charge-transfer insulator (CTI) and

a correlated metal (CM) is computed by the jumps in the isothermal double

occupancy and it terminates in a critical endpoint of the second-order. . . . . 130

6.8 Partial occupation nd (circles), np (triangles) versus δ = 5 − ntot at β = 25

and Ud = 0, 12 (full and open symbols, respectively). Model parameters are

|εp − εd| = 9, tpp = 1 and tpd = 1.5. . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.9 Panel (a): the isothermal doping δ as a function of the chemical potential µ

for Ud = 12 is plotted for different temperatures. The plateau at δ(µ) = 0 is

expected for the charge insulator state. As we decrease the chemical potential at

our lowest temperature we can see the appearance of hysteresis, that evolves in

a sigmoidal shape at higher temperature. Panel (b),(c) and (d): 2D projections

of panel (a). Model parameters are |εp − εd| = 9, tpp = 1 and tpd = 1.5. . . . . . 132

6.10 Panel (a): the isothermal charge compressibility κ as a function of the doping

δ for Ud = 12 is plotted for different temperatures. κ diverges at the endpoint

(δp, Tp) of the PG-CM first-order transition, here manifesting a supercritical

behaviour given by its local maximum marked with fill markers. Panel (b),(c)

and (d): 2D projections of panel (a). Model parameters are |εp−εd| = 9, tpp = 1

and tpd = 1.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
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6.11 Phase diagram of the interaction Ud as a function of the doping δ. The charge

transfer insulator, indicated by the green line, presents a continuous transition

in the pseudogap, light blue shaded region. The boundary between the charge

transfer insulator and the correlated metal, red shaded region, at zero doping is

first-order. The first-order transition between the pseudogap and the correlated

metal is drawn with the blue line. When possible, we show the position δp of

the endpoints, with the solid blue circles, otherwise the doping of κmax at our

lowest temperature, is marked with the open blue circles. Model parameters

are |εp − εd| = 9, tpp = 1 and tpd = 1.5. . . . . . . . . . . . . . . . . . . . . . . . 133

6.12 Panel (a): the temperature as a function of the hole doping phase diagram of

the Emery model. Model parameters are |εp − εd| = 9, tpp = 1, tpd = 1.5 and

Ud = 12. T dc , here the line of orange squares, is defined as the line below which

the superconducting order parameter is non-zero. By analysing the behaviour

of δ(µ) we establish three normal-state phases: the charge transfer insulator for

the undoped system, green line, that evolves into a pseudogap and then into

a correlated metal at low temperature. Hidden by the superconducting dome,

these two latter phases present a first-order transition, line of red triangles, that

terminates in a second-order critical point at (δp, Tp), full circle. The loci of the

isothermal maxima of the charge compressibility κ defines the Widom line of

this transition TW , open red circles. The line of blue triangles marks the onset

temperature for the pseudogap T ∗, computed as the drop of DOS at the Fermi

evaluated at fixed doping and as a function of the temperature. The normal-

state scattering rate Γ at cluster momentum K = (π, 0) is colour-coded in the

picture, and its isothermal maxima at finite doping are depicted with the line

of green diamonds. Colour corresponds to the magnitude of the normal-state

scattering rate Γ at cluster momentumK = (π, 0). Green diamonds indicate the

maximum of Γ(δ)|T at low T and δ > 0. Panel (b): we plot the difference of the

kinetic and the potential energy, lines of blue dots and red squares respectively,

between superconducting and normal state as a function of the doping δ at

T = 1/64. The shaded area represents the standard errors of these quantities. . 135
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6.13 Panel (a): the extrapolated zero-frequency value of the imaginary part of the

total cluster Green function -ImGR=(0,0)(ω → 0) is colour-coded as a function

of the temperature and the hole doping. Line of red squares shows TD, i.e.

the locus of the inflection point of -ImGR=(0,0)(ω → 0) as a function of µ. For

comparison, TW , i.e. the locus of charge compressibility maxima, maxµκ, is

indicated by the line of red circles, see also Fig. 6.12. As the critical endpoint

is approached, these lines become closer. Panel (b): the raw data at fixed

temperature as a function of hole doping. At the lowest temperature (β = 64),

a discontinuity is detectable at finite doping. Panel (c): the raw data at fixed

doping as a function of temperature. The filled symbols indicate the onset of

T ∗. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.14 Panels (a), (b), (c): the extrapolated zero-frequency value of the imaginary part

of the cluster self-energy -ImΣK(ω → 0), with cluster momenta (0, 0), (0, π) and

(π, π), is colour-coded as a function of the temperature and the hole doping. (d)

Raw data as a function of hole doping for β = 50. Panels (e), (f), (g), (h): as in

the top panels, but for the extrapolated zero-frequency value of the imaginary

part of the cluster Cu Green function -ImGdK(ω → 0). . . . . . . . . . . . . . . 136

6.15 Same graphics as in Fig. 6.14, but in real space, where R = (0, 0), (0, 1) and

(1, 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.16 Superconducting order parameter |φ| as a function of the doping δ for different

inverse temperatures β. The superconducting region in the T -δ phase diagram

of Fig. 6.12 is defined as the region where Φ is nonzero. . . . . . . . . . . . . . 137

6.17 Low frequency part of the local DOS N (ω). Each DOS is normalized to unity.

N (ω)tot = 2
3N (ω)p + 1

3N (ω)d. Panels (a,b): N (ω) for different doping at

constant inverse temperature (a) β = 40 < 1/Tp and (b) β = 64 > 1/Tp. Panel

(c): N (ω) for different temperatures at constant doping δ ≈ 0.02. Panel (d):

N (ω) in the superconducting states at β = 64 for different doping. In this panel,

colour corresponds to the magnitude of the superconducting order parameter. 138

6.18 Full frequency spectrum of the DOS shown in 6.17 panel (a). . . . . . . . . . . 138

6.19 Full frequency spectrum of the DOS shown in Fig. 6.17 panel (b). . . . . . . . 139

6.20 Full frequency spectrum of the DOS shown in Fig. 6.17 panel (c). . . . . . . . 140
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6.21 Full frequency spectrum of the DOS shown in Fig. 6.17 panel (d). . . . . . . . 140
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Chapter 1

Introduction

The discovery of high-temperature superconductivity in the cuprate La2−δBaδCuO4 by Bed-

norz and Müller [1] inaugurated a new field of research, still open after more than thirty

years [2–9]. Despite conventional band theory predicting cuprates to be conductors at half-

filling, they are insulators due to a charge transfer process. Indeed, these insulating properties

emerge as a consequence of the strong electron correlations and the hopping of electrons among

anions and cations within the copper oxide unit cell [2–4,10]. This band-gap is similar to that

of the Mott insulator, i.e. a state that is insulating due to the electron-electron interactions.

The difference is that the latter arises thanks to the strong electron correlations and the hop-

ping of electrons among atoms of different unit cells, whereas in the first case the electrons hop

within atoms of the same unit cell. Introducing hole carriers in the sample leads to supercon-

ductivity at a higher temperature than ever before with a d-wave pairing symmetry [11–16].

The electron-electron interactions favour superconductivity instead of suppressing it and so,

to explain the exceptional properties of these systems, a different theoretical framework from

the one used in conventional superconductors has to be established. This thesis is devoted

to studying the effects of such electronic correlations that govern the physics of carrier-doped

Mott insulators. The simplest one-band model to study such systems is provided by the

two-dimensional Hubbard model [17–19]:

HHM = −
∑
〈i,j〉,σ

tij(c
†
iσcjσ + c†jσciσ) + U

∑
i

ni↑ ni↓, (1.1)
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where c†iσ, ciσ and niσ = ciσc
†
iσ are respectively the creation, annihilation and the number

operator for an electron in the site i with spin σ, tij is the hopping probability from a site

i to a site j, and U the Coulomb potential energy. This paradigmatic model represents the

natural playground to understand the Mott physics and it is widely believed to capture many

of the essential features of strongly correlated materials [20]. Despite its simplicity, it has no

known analytical solution and it must be addressed with some numerical approaches. This can

be done using the Dynamical Mean-Field Theory [21] and its cluster extension the Cellular

Dynamical Mean-Field Theory [22]. The goal of this thesis is to enlarge the understanding of

the rich phase diagram of the cuprates. By investigating the behaviour of the physics of the

normal state and by comparing it with the antiferromagnetic and superconducting phases for

the undoped and hole-doped system, we will demonstrate how the peculiar effects of the Mott

physics and the short range order correlations act as organising principle for the physics of the

cuprates. The work of this thesis is arranged as follows:

In Chapter 2 the main phenomenological properties of the phase diagram of cuprates are

reviewed. In particular, we focus on the d-wave nature of the superconducting phase, the

antiferromagnetic properties and the peculiarity of the pseudogap phase. The latter phase is a

state characterised by a finite depression in the local density of states at the Fermi energy and

its understanding is of primary importance to comprehend the cuprates [23]. This Chapter is

devoted to familiarise the reader to the experimental scenario before presenting our theoretical

results in the following Chapters.

In Chapter 3, we will introduce the two-dimensional Hubbard and Emery models, adopted

in our theoretical work. These systems have no analytical solution and must be addressed with

some numerical methods, such as the Dynamical Mean-Field Theory (DMFT) [21] together

with its cluster extension Cellular Dynamical Mean Field Theory (CDMFT) [24, 25] that are

illustrated in this Chapter. As we will see, the original many-body system is mapped on a local

impurity problem, via self-consistency conditions. Then the solution of the impurity problem

can be computed with an impurity solver. Among the many possibilities we chose to use

the Continuous-Time Quantum Monte Carlo in its hybridisation expansion approach [26,27],

as it will be introduced. The final result is given by iterating this procedure to obtain an

approximate solution employed in the next iteration, until reaching the desired convergence

of the observables.
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In Chapter 4, we study the half-filled two-dimensional Hubbard model using Cellular Dy-

namical Mean-Field Theory with Continuous-Time Quantum Monte Carlo. The properties

of a phase with large correlation length can be strongly influenced by the underlying nor-

mal phase. Sharp crossovers in the mechanism that favours antiferromagnetic correlations

and in the corresponding local density of states are observed. These non-trivial crossovers

occur at values of the interaction and the temperature that are controlled by the underlying

normal-state Mott transition [28].

In Chapter 5, we study the two-dimensional Hubbard model with Cellular Dynamical

Mean-Field Theory to address the unusual features of the superconductivity in the cuprates

and to relate them to other normal-state phenomena, such as the pseudogap. The fate of the

underlying Mott transition at half-filling studied in the previous Chapter plays a fundamental

role. Moreover, previous studies with the same methodology have found that upon doping the

Mott insulator at low temperature a pseudogap phase appears [29–32]. The low-temperature

transition between this phase and the correlated metal at higher doping is first-order, culmi-

nating in a second-order critical point. Similarly to what happens in the phase diagram of

water [33, 34], at higher temperature the supercritical behaviour of this transition is charac-

terised by a series of crossovers in dynamical, thermodynamical and transport quantities that

asymptotically merge in a line, called the Widom line [29–32, 35]. We will observe that the

shape of superconducting critical temperature T dc , the minima of the condensation energy, the

normal-state scattering rate, and the change in the driven pairing mechanism are all remnants

of the normal state first-order transition and its supercritical behaviour that also govern the

superconducting state [36].

In Chapter 6 we show that our findings of the previous Chapter are robust under inter-band

interactions by solving the Emery model [3]. This model takes into account, within each unit

cell, two oxygen orbitals where there is no electron-electron repulsion and a copper orbital

with strong electron-electron repulsion. The insulating phase is a so-called charge-transfer

insulator, not a Mott-Hubbard insulator. Using Cellular Dynamical Mean-Field Theory with

Continuous-Time Quantum Monte Carlo as an impurity solver and 12 atoms per cluster, we

report the normal and superconducting phase diagram of this model as a function of doping,

interaction strength, and temperature. As expected, the three-orbital model is consistent with

the experimental observation that doped holes are located predominantly on oxygens, a result
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that goes beyond the one-orbital model, analysed in Chapters 4 and 5. Nevertheless, the phase

boundary between pseudogap and correlated metal, the Widom line, and the origin of the

pairing energy (kinetic versus potential) are similar to the one-orbital model, demonstrating

that these are emergent phenomena characteristic of doped Mott insulators, independently of

many microscopic details [6, 37].

Finally, in Chapter 7 we will summarise our results, highlighting the questions that are

still open and tracing the route for prospectives and future works.
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Chapter 2

Cuprates: an Overview

2.1 Introduction

One of the most unexpected discoveries of the last century was made by Kamerlingh Onnes in

1911 when he first detected superconductivity in mercury [38]. Upon cooling down a sample

of such material, the resistivity has a sudden drop to zero below a certain critical temperature

Tc = 4.2K, quite close to the absolute zero temperature. This is the first fundamental property

that defines superconductivity. From that moment it took several years to identify all the main

features of such a phase and to construct a theory able to explain them. Indeed, we had to wait

until 1933 for Meissner and Ochsenfeld to discover that a superconductor expels its magnetic

flux during its transition to the superconducting state [39]. This is the second fundamental

property that defines superconductivity. The first theoretical advance in understanding this

scenario was made with the formulation of the London theory in 1935 [41] and the next step was

not taken until 1950 with the introduction of Ginzburg-Landau theory [42]. This last theory led

finally to a well accepted microscopic theory of the phenomenon thanks to Baarden, Cooper,

and Schrieffer, the eponymous BCS theory [43]. For decades afterwards, this topic established

itself as a separate field with many subfields and seemed to exhaust all the questions that were

initially raised, little by little the scientific community lost its interest in such investigations.

Due to Bednorz and Müller in 1986 high-temperature superconductivity was found in cuprates

[1]. Using the ceramic La2−δBaδCuO4 they suddenly detected a superconducting transition at

Tc ≈ 35K, a new record. Since then the cuprates, which are the topic of this Chapter, inspired
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.

Figure 2.1: Progress in the discovery of superconducting materials. Note in particular that the cuprates
are plotted with light blue diamonds, BCS superconductors with green circles, the iron-based superconductors
with yellow squares, and the fulleride superconductors with purple triangles. Figure taken from [40]

a new field of investigation namely high-temperature superconductivity. One of the reasons for

such a quest is to obtain a superconducting state stable at room temperature so that we can

use its unique properties to unveil new technological advances in ways still to be completely

understood. The resultant experimental effort allowed for the discovery of other materials

accomplishing new records for Tc: already by 1987 a Tc ≈ 90K was found for YBa2Cu3O7−δ

[44] and in 1994 HgBa2Ca2Cu3O8−δ arrived half way between room temperature and absolute

zero, an astonishing value of Tc ≈ 130K [45, 46]. Fig. 2.1 shows Tc for several compounds as

a function of the year of their discovery.

From a theoretical perspective, cuprates are still today very challenging materials to phys-

ically describe. Our approach, in the next Chapters, is to begin with the analysis of the

properties for the undoped regime, governed by the Mott transition. Then we will see how the

physics of Mott has a signature also in the doped region. Before the examination of our the-

oretical results, it is important to have an overview of the most phenomenological properties
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.

Figure 2.2: Cartoon of the hole doping and temperature phase diagram of cuprates. The parent, i.e. undoped,
compounds are in a Mott antiferromagnetic insulating state. Upon doping an antiferromagnetic insulating state
(red region), at low temperature a superconducting dome emerges (purple region) leaving then a Fermi liquid
state (dark grey). In the under-doped regime, a pseudogap state (yellow region) is also present. It terminates
in a crossover line T ∗ that divides the pseudogap from the correlated metal. Figure taken from [47].

that result from years of intensive experimental inquiries.

In Section 2.2 we will recall the most important features of conventional superconductivity,

highlighting some of the differences with cuprates. The nature of their superconductivity is

different from the one previously understood, and this appears especially evident in the pair-

ing symmetry that is d-wave, as motivated in Section 2.4.1. Another fundamental feature of

cuprates is their quasi-two-dimensional nature that motivates our use of the two-dimensional

theoretical models in the next Chapters. Section 2.3 is devoted to introducing the most com-

mon crystal structure of the cuprates. Furthermore, their phase diagram keeps puzzling the

community due to the richness of phases that are still not well understood. In our theoretical

investigations, we focused just on some of the principal phases as sketched in the phase dia-

gram of Fig. 2.2. Here we can appreciate that in the undoped regime cuprates are in a Mott

antiferromagnetic state, as outlined in Section 2.4.2. Upon doping the system, a superconduct-

ing dome emerges and vanishes in a Fermi liquid state in the over-doped regime, as reviewed

in Section 2.4.1. Notably, in the under-doped region, a pseudogap phase is also present, and

some of its unusual properties are described in Section 2.4.3. For completeness, in Section

2.4.4 we will also have an overview of other phases that are gaining more and more attention

in the last few years and in Section 2.5 we will discuss other families of high temperature
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superconductors.

2.2 Conventional Superconductivity: an Overview

Before the discovery of high-temperature superconductivity in cuprates, the theory of super-

conductivity successfully answered many of the main questions that were posed by experimen-

tal results. Here we recall some aspects of conventional superconductors, in order to compare

them with those of the unconventional ones. As previously mentioned, there are two essential

properties of any superconductor:

• zero resistance below a certain critical temperature Tc,

• expulsion of the magnetic flux, i.e. Meissner effect.

These properties tell us that the electrons are in a macroscopic quantum state, like a Bose-

Einstein condensate. This raises the question, how is this possible? Electrons are half-integer

spin particles and consequently obey Fermi statistics, but to behave in this fashion we would

need to have integer spin particles, namely bosons. Leon Cooper solved this apparently para-

doxical situation in 1956 [48]. He showed that in the presence of an attractive interaction,

even if arbitrarily small, the electrons tend to pair. They act as effective bosons and as such

can form a Bose-Einstein condensate. Despite the screened electric repulsion, in metals at

low energy there can be an effective attraction as a result of the electron-phonon interaction.

Furthermore, we highlight that such pairs consist of electrons in time-reversed momentum

states and consequently have zero center-of-mass momentum, they are not to be thought of as

real space objects [49]. Due to the Fermi statistics, the wave function of such pairs is antisym-

metric for exchange of one electron with another, so their spin and spatial components must

have opposite exchange symmetries. This implies that we can have just two possible scenarios

for the pairs:

• spin singlets with an even parity spatial component,

• spin triplets with odd parity.

The first case with an isotropic spatial component (s-wave) turns out to be the one realised

in conventional superconductors [43]. In this case, the gluing mechanism is described by
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.

Figure 2.3: Cartoon of the gap amplitude ∆ in momentum space. Panel (a): conventional s-wave supercon-
ductor: ∆ is isotropic in all directions. Panel (b): unconventional (dx2−y2) superconductor: ∆ changes sign
assuming null value along the nodes, depicted by the dashed lines. Figure taken from [50].

the following: A metal is made of a crystalline lattice of atoms, the conduction electrons

are free to move through it, letting the atoms become positive ions. These electrons then

attract the surrounding ions, and once they move away, they leave a positive ionic distortion.

This distortion engages a new electron, forming an effective attraction among these particles.

This mechanism, electron-phonon interaction, works thanks to the difference in mass between

electrons and ions that determine two different dynamics, in other words, the ions are moving

slower. The pairing wave function, also known as the order parameter, results in an s-wave

state. Fig. 2.3 shows a sketch for the pairing amplitude as a function of the momentum.

This quantity is isotropic for an s-wave superconductor (Fig. 2.3 panel (a)), whereas for

unconventional superconductors it can change sign and present zero value for certain directions,

called nodes, as exemplified for a dx2−y2 symmetry in Fig. 2.3 panel (b) [14–16]. Thus we can

define an "unconventional superconductor" as one that has a non-uniform order parameter in

momentum space, namely that is not s-wave. This is the case of the cuprates.

2.3 Crystal Structure

As previously mentioned, cuprates have been well investigated in the constant, ongoing at-

tempt to unveil the secrets of high-temperature superconductivity. Many standard features

have been found, and we devote the rest of this Chapter to describe some of them. As

revealed by single-crystal X-ray and powder neutron diffraction, the cuprates are layered per-

ovskite oxides [52]. Perovskites are crystal structures combining metals with nonmetals with

the particular arrangement, in their ideal form, shown in Fig. 2.4. Their generalised formula
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Figure 2.4: The perovskite structure ABX3. Figure taken from [51].

is ABX3, where A and B are metallic cations and X atoms are non-metallic anions. They

consist of cuboids with the largest of the two metals A lying in the center, the B cations are

arranged in all 8 corners and the X anions on the center of the 8 faces. In Fig. 2.5 panel (a)

Figure 2.5: Panel (a): Crystal structure of HgBa2CuO4+δ, YBa2Cu2O6+δ, La2−δSr2CuO4, Tl2Ba2CuO6+δ.
Panel (b): the CuO2 planes where in blue is displayed the copper orbital dx2−y2 and in red the oxygen orbitals
px, py. Figure taken from [53].

we show the crystal structure of some of the most common cuprates. The geometry of the unit

cells forms two-dimensional copper oxide layers intertwined via ionic inert layers that supply

charge carriers to the first. In Fig. 2.5 panel (b) the CuO2 plane where superconductivity

occurs is displayed. If we take into consideration a "parent" compound, namely a cuprate at

zero doping as LaCuO4, we have that the electrons are well localised on the copper plane. We

need to pay a high energy price, Hubbard U , to let an electron jump from one site to another.
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In this way, the electrons are localised in their lattice sites and such a state without taking

into account the spins is a "Mott insulator" or a "Charge transfer insulator" in opposition to

classical band theory that would predict a metallic state. Which one of these two insulating

Figure 2.6: Left panel cartoon of the local density of states on the left for the Mott-Hubbard insulator
and on the right for a "Charge transfer insulator" and in the right panel for the charge-transfer one for the
correlated electrons case at U > UMIT. Depending from the interaction U > UMIT and the charge-transfer
energy ∆ = |εp − εd| we have two possible insulator states. Figure taken from Ref. [54].

states is present, depends upon the competing energetics of the on site copper interaction U

and the charge-transfer energy ∆ = |εp − εd| with εp and εd the energies of the oxygen and

copper, respectively, as sketched in Fig. 2.6. In the Mott-Hubbard case the electrons hop

between two adjacent unit cells, whereas in the charge-transfer case they jump among atoms

within the same unit cell. As we will discuss in Chapter 4, when, within this picture, we also

take into consideration the spins, a dynamical degree of freedom, the Pauli principle forces

these spins to anti-align, creating an antiferromagnetic state due to the virtual hopping on

the oxygens [55, 56]. The electronic configuration of the Cu is a 3d9, i.e. the valence is 1+

with a single hole in 3d orbital. This orbital is split into five d-orbitals: four of them are fully

occupied xy, xz, yz, and 3z2 − r2 while the highest in energy x2 − y2 is just half filled [57].

The oxygen ion has a closed shell with configuration 2p6 and so, due to the similar energy of

such orbitals, we have a strong hybridisation between them, resulting in the topmost energy

level that involves both features of Cu dx2−y2 and O 2p6. This strong hybridisation binds a

hole in the oxygens with the central ion Cu2+ forming a local singlet between the two, called

a Zhang-Rice singlet. This electronic structure can be described with two-dimensional mod-

els and justifies our usage of the Emery model, where we use a three band structure able to

41



2.4. PHASE DIAGRAM

describe the behaviour of the oxygens and of the copper as outlined in Section 3.48. Fur-

thermore, from the observation that upon doping this compound the holes mainly enter the

oxygen [58–60], Zhang and Rice demonstrated that the motion of their eponymous singlet can

be described by the Hubbard model [6], that we extensively use in our work.

2.4 Phase Diagram

.

Figure 2.7: Cartoon of the phase diagram of cuprates: for the hole and the electron-doped cuprates on the left
and on the right, respectively. In green is indicated the antiferromagnetic region and in red the superconducting
dome. The green dashed lines are the crossover lines T ∗ between the pseudogap and the correlated metal phase.
Figure taken from Ref. [61].

By substitution of the metals in the "charge-reservoir" planes, we can dope the system

with holes or electrons, as displayed, for example, on the left or right panels of Fig. 2.7

respectively. In this work, the discussion is confined to hole-doped systems. By increasing the

hole-doping, the antiferromagnetic state is strongly suppressed, and a d-wave superconducting

domain raises up until an optimal doping δopt upon which Tc reaches its maximum [62, 63].

With further doping, it vanishes into a Fermi liquid state creating a dome-like shape in the

phase diagram as shown in Fig. 2.7. It is important to note that for the underdoped regime,

i.e. δ < δopt, at T > Tc several phases are possibly competing together: charge order, spin-glass

and pseudogap states [64].
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Figure 2.8: ARPES data for Bi2Sr2CaCu2O8+δ at T=13K for a sample with Tc = 87K. The gap is plotted
versus the angle on the Fermi surface with filled circles. The solid curve is the fit of the data using a dx2−y2
order parameter. Figure taken from Ref. [13].

2.4.1 Pairing Symmetry and Superconductivity

The pairing symmetry of the superconducting state in cuprates is of primary importance in

order to understand their phase diagram. In Section 2.2 we have already mentioned that

cuprates present a d-wave superconductivity, so here we want to recall some experiments that

demonstrated it [14, 16].

As shown with measurements of the Knight shift and spin-lattice relaxation by nuclear

magnetic resonance (NMR) [11,12,65], carriers in cuprate superconductors form singlet pairing

below Tc. In this experimental technique a compound is inserted in a volume in the presence of

a magnetic field. This field aligns the spins of the conduction electrons and induces a current

in the electronic charge distribution. Due to these effects a magnetic field is also induced on

the atoms or molecules of the compound and by measuring this field, the magnetisation of

the sample and the magnetic susceptibility we can obtain a measurement of the Knight shift.

Indeed, the observed Knight shift is the result of two possible contributions, namely the spin

and orbital magnetic contributions. The latter decreases below Tc suggesting that the pairing

is a singlet state and the effect of spin-orbit scattering is negligible. Due to Fermi statistics,

the parity of the order parameter must be even.

Angular-resolved photoemission spectroscopy (ARPES) can experimentally test the parity

43



2.4. PHASE DIAGRAM

of the Cooper pairs. In this technique a crystal or tiny film is probed with low energy photons

in the ultraviolet range that let the conduction electrons of the compound become excited and

free to leave via a photoemission process. In this way by resolving the angular distribution

of the emitted electrons, we can obtain the dispersion relation between binding energy and

momentum distribution of the sample and in this way the band and spectral structure of it.

Fig. 2.8 shows some data obtained with ARPES [13]: the angular variation of the gap ∆ is in

excellent agreement with that expected from a dx2−y2 order parameter:

∆dx2−y2 (k) = ∆0 (cos(akx)− cos(aky)) (2.1)

where ∆0 is the maximum value of the gap and a is the in-plane lattice constant. Moreover,

several different techniques such as measurements of the thermal conductivity [66], supercon-

ducting quantum interference device SQUID interferometry [67], single-Josephson-junction

modulation [68, 69], and tricrystal scanning SQUID magnetometry [70] have confirmed this

anisotropy of the pairing potential and the presence of line nodes compatible with a d-wave

symmetry. Such symmetry minimises the on-site Coulomb repulsion while retaining 2D con-

finement in the CuO2 planes when the interlayer coupling is sufficiently weak.

It is also worth noting that in the heavily over-doped cuprates, δ > δopt, significant mixing

between s and d-wave order parameter was established. Using Scanning Tunnelling Spec-

troscopy, where a metal tip is moved over a conducting sample to obtain a topographic map

of the surface [71], combined with ARPES [72, 73] and Raman spectroscopy [74, 75] suggests

that such s-wave mixing is a general feature of high Tc, except when the crystalline symmetry

requires a second superconducting transition as in case of tetragonal crystals [76–78].

These experimental results provide a real proof about the pairing symmetry and justify

our theoretical work, in which we restrict our analysis on the d-wave superconductivity in

Chapters 5 and 6.

Another unusual property of the superconducting state is the shape of the doping de-

pendence of the superconducting transition temperature Tc. The famous "dome" sketched

in Fig. 2.7, whose origin is intertwined with that of the pseudogap, exhibits a strong asym-

metry. This asymmetry has been revealed in recent experimental work where the ubiquitous

competing charge-density wave, which will be briefly discussed in Section 2.4.4, is removed
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by pressure [79]. Also, the condensation energy, i.e. the difference of energy of the ground

.

Figure 2.9: Figure taken from [80]. The data with full diamonds and with open circles, respectively taken from
Ref. [81] and Ref. [82], represent the difference of the kinetic energy at the ground state between superconducting
and normal state ∆Ekin as a function of the difference between the doping p and the optimal doping popt for
samples of Bi2Sr2CaCu2O8+δ.

state in the superconducting and normal state, is a second unusual property. This quantity

can be obtained by measuring the reflectivity to explicitly derive the optical conductivity, the

integral of which is proportional to the kinetic energy [83]. The normal state contribution is

computed by extrapolating the temperature dependence above Tc down to zero temperature.

This procedure highlights that differently from the conventional superconductors that have a

potential-energy driven pair formation [84], cuprates present a change from kinetic-energy to

potential-energy driven mechanism by increasing doping [80, 82, 85–87], as shown in Fig 2.9.

A theoretical explanation for such unusual features will be discussed in the Chapters 5 and 6.

2.4.2 Antiferromagnetism

At zero or small doping, the phase diagram of cuprates is characterised by an antiferromagnetic

order. This phase appears to be nearby the superconducting dome, as shown in Fig. 2.7.

Thus, the study of its properties can reveal valuable information about the nature of the

high-temperature superconductivity.

The discovery of the antiferromagnetic phase in La2CuO4 was obtained in macroscopic

susceptibility measurements [88,89]. However, the spin structure in the Néel state was revealed

only with the aid of neutron diffraction [55, 90, 91], by studying the magnetic susceptibility

and the magnetisation of the crystals as shown for example in Fig. 2.10 panel (a). Neutron

diffraction uses the diffraction pattern of a sample placed in a beam of neutrons to obtain
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information about its atomic or magnetic structure. Fig. 2.10 panel (b) shows the behaviour

of the Néel temperature as a function of electron doping x for Pr2−xCexCuO4, oxygen doping δ

for La2CuO4+δ or Zn doping y for La2Cu1−yZnyO4. The antiferromagnetic state is insulating,

and upon increasing doping, there is a crossover between commensurate and incommensurate

antiferromagnetism. In this second case, there is growing evidence of stripe order formation,

with a resulting itinerant antiferromagnetism that can compete with superconductivity or

other phases, see Section 2.4.4.

The mechanisms from which the antiferromagnetic state emerges are well identified: at

half-filling, although there is a single AF phase, there are qualitative differences between AF

at weak and strong coupling. For small Coulomb repulsion U , AF stems from nesting of the

Fermi surface, whereas for large U , AF originates from superexchange [28]. This is because

in the Mott state the electrons are well localised and thus the local moments tend to order

magnetically at low temperature. This change is sometimes referred to as the Slater to Mott

crossover, and it will be discussed in Chapter 4, where we will argue that this phase is related

to the physics of the normal state, characterised by a metal to insulator transition driven by

electron-electron interaction and called the Mott transition.

2.4.3 Pseudogap

As previously mentioned, in the under-doped regime above Tc there is evidence of the existence

of a pseudogap phase. Early measurements of the Knight shift and spin-lattice relaxation

by nuclear magnetic resonance (NMR) [94, 95], as shown in Fig. 2.11, indicate a strong

suppression of spin excitation below a certain temperature T ∗ > Tc [96]. Such a "spin-

gap" is relevant not just for the spin channel but also for the charge one, as can be seen

for: specific heat measurement [97], c-axis optical conductivity [98], ARPES [99, 100] and

tunnelling spectroscopy [101]. Fig. 2.12 shows some tunnelling spectra measured for several

temperatures on under-doped Bi2Sr2CaCu2O8+δ. At low temperature, we can see that the

local density of states for the pseudogap is characterised by a finite weight at the Fermi energy,

between two peaks just above and below it. Increasing temperature, the peaks broaden and

the gap vanishes.

Fig. 2.13 displays the ARPES results for a non-superconducting sample at δ = 0.03 and for

superconducting samples at δ = 0.08, 0.12, 0.22 of La2−δSrδCuO4 [102]. The Fermi surface
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of a Fermi liquid determines the boundary between occupied and unoccupied quasiparticle

states so that it cannot abruptly end. However, in the pseudogap regime, Fermi arcs appear

to be in the nodal region [103]; as shown in Fig. 2.13 panel (a) with the Fermi surface for an

under-doped sample with pseudogap. In such a phase the antinodal regions near the Brillouin

zone edge are gapped out, giving rise to Fermi arcs. The pseudogap suppression first opens up

near (π, 0) and progressively removes big portions of the Fermi contour, causing the gapless

arcs to shrink with the decreasing of the temperature [104]. Such features disappear with

increasing doping in the superconducting state (Fig. 2.13 panels (b), (c), (d)) where a large

Fermi surface is observed.

The characteristic suppression of the pseudogap at the Fermi energy has consequences on

.

Figure 2.10: Panel (a): magnetisation in reduced units for oxygen- and zinc-doped samples as a function
of the ratio of the temperature of the samples and the Néel temperature. Panel (b): Néel temperature for
electron doped Pr2−xCexCuO4, oxygen doped La2CuO4+δ an Zn doped La2Cu1−yZnyO4 as a function of the
doping x, δ, y respectively. Figure taken from Ref. [92].
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.

Figure 2.11: NMR spin relaxation rate for Bi2Sr2CaCu2O8+δ as a function of temperature for different
doping. Figure taken from Ref. [93].

.

Figure 2.12: Tunnelling spectra measured for several temperatures in under-doped regime for a sample of
Bi2Sr2CaCu2O8+δ with Tc = 83 K. Figure taken from Ref. [101].

transport properties, for example in the out-of-plane resistivity ρc(T ). As shown in Fig. 2.14

this quantity has a non monotonic behaviour in the pseudogap (x < 0.2) that becomes linear

once we cross the onset temperature T ∗. Upon increasing doping (x > 0.2), we are in the

presence of a "strange metal" state where the resistivity never loses its linear temperature

dependence but differs from the one expected in a Fermi liquid, where ρc(T ) ≈ T 2 [106].

This unusual behaviour, where the Fermi surface does not present a continuous contour

in momentum space, is unprecedented and it occurs in the absence of long-range order. This
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.

Figure 2.13: Panel (a-d): Fermi surface of La2−δSrδCuO4 for several dopings as indicated in the left corner
of each panel. Panel (e): ARPES intensity plot, acquired from the δ = 0.08 sample, along the momentum cut
indicated in panel (f) by the pink line. Data at T = 20K for a non-superconducting sample at δ = 0.03 and at
T = 12K for all the others superconducting samples. Figure taken from Ref. [102].

.

Figure 2.14: Out-of-plane electrical resistivity ρc as a function of temperature for samples of La2−xSrxCuO4.
Figure taken from Ref. [105].

last feature and the other properties of this phase are still puzzling the community and several

mechanisms to explain it have been suggested. It could occur because of:

• disorder-broadened long-range ordered phases of Ising-type [107] ;

• fluctuating precursors of a long-range ordered phase limited to T = 0 due to the Bogoliubov-

Hohenberg-Mermin-Wagner theorem [108–112];
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• Mott physics in two dimensions [32].

In the first two cases, an essential ingredient is the presence of rotational and/or spatial broken-

symmetry phases. However, this is not necessary in the last case. This latter mechanism is the

one that we will discuss. It only appears if we have a Mott insulating state at zero doping, as

observed in hole-doped cuprates, and it is a consequence of the repulsion that causes the strong

singlet correlations in two dimensions, left over from the resonating valence bond physics [2,31].

2.4.4 Competing orders

.

Figure 2.15: Phase diagram temperature versus hole doping for cuprates. The subscript "onset" marks
the temperature at which the precursor order or fluctuations become apparent. The dashed green line is
the onset temperature for spin order, whereas the dashed red line is the onset temperature for charge order
and superconducting fluctuations, and T ∗ indicates the temperature for the pseudogap crossover. The blue
region indicates antiferromagnetic order (AF) and the green one d-wave superconducting order (d-SC). The
red striped area indicates charge order. TSDW represents incommensurate spin density wave order. The arrows
below the x-axis indicate the quantum critical points for superconductivity and charge order. Figure taken
from Ref. [103].

Evidence of new competing phases in the pseudogap region have been found [23], as shown

in the more detailed phase diagram of Fig. 2.15. These orders emerge with relatively small
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doping of a strongly correlated Mott insulating state [113]. There the electrons organise into

collective textures creating new states of matter, such as charge and spin order [114]. Indeed,

when a parent compound is doped, a rapid decreasing of the antiferromagnetic correlation

length [115] and the appearance of spin order [116, 117] have been observed. This state of

matter, characterised by incommensurate antiferromagnetic order and charge segregation, is

defined as fluctuating or static stripe order depending on whether these stripes fluctuate over

time or not. These appear to be in competition with the superconducting phase [118]. In

La2−δSrδCuO4 the copper oxide stripes are metallic and superconducting at low temperatures.

Evidence has emerged that a charge order is formed in materials with static stripes: in this case

the phase reverses from stripe to stripe, but the charge stripes are internally superconducting

[113].

Figure 2.16: Panel (a): the Hall resistance as a function of the inverse magnetic field for a sample of
YBa2Cu3O6.5. Panel (b): power spectrum (Fourier transform) of the oscillatory part. Panel (c): temperature
dependence of the oscillation amplitude A, plotted as ln(A/T ) versus T . Figure taken from Ref. [119].

The interest in charge density wave order was originally stimulated by the recent obser-

vation of quantum oscillations in the electrical resistance for YBa2Cu3Oδ [119]. This demon-

strates that the under-doped regime, once superconductivity is suppressed by a magnetic field,
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has a well defined Fermi surface in the ground state. This Fermi surface reconstructed in small

pockets is widely believed to testify to the presence of charge order [120]. Modulating an ex-

ternal magnetic field, the passage of quantised Landau levels across the Fermi level generates

such oscillations, that are considered to be the most robust and direct signature of a coherent

Fermi surface. As shown in Fig. 2.16 panel (a), by measuring the electrical resistance of

a sample of YBa2Cu3O6.5 in presence of an external magnetic field B, quantum oscillations

periodic in 1/B are clearly visible, as expected from oscillations that arise from Landau quanti-

sation. A Fourier transform yields the power spectrum, displayed in Fig. 2.16 panel (b), which

consists of a single frequency, F = (530 ± 20)T. In Fig. 2.16 panel (c) the amplitude of the

oscillations are plotted as a function of temperature. This result also suggests a competition

between superconductivity and incommensurate spin density wave [23]. All these competing

phases are here being taken into consideration to inform the reader about the complexity of

the ongoing assessment of the phase diagram of cuprates. It is also important to say that for

our theoretical interest we did not take them into account in our calculations even though we

have this intention for further studies.

2.5 Other High-Temperature Superconductors

It is worth mentioning that after the discovery of high temperature superconductivity in

cuprates, other unconventional superconductor families were found to show this property, as

shown in Fig. 2.1.

In 2006 high temperature superconductivity was detected for the first time in iron-based

compounds for LaOFeP [121] at 4K and in 2008 for LaOFeAs [122] under pressure up to 43K.

Currently iron-based superconductors are the family with the second highest Tc at standard

pressure. These compounds have some similarities with the cuprates. They are both strongly

correlated electron systems with a layer structure of copper oxide in cuprates and of iron and

a pnictogen such as arsenic or phosphorus or a chalcogen for iron-based superconductors. Also

the phase diagrams, at first glance, look similar as displayed in Fig. 2.17.

Most undoped iron-based superconductors show a tetragonal-orthorhombic structural phase

transition followed at lower temperature by magnetic ordering [124], similar to the cuprate

superconductors as shown in Fig 2.17. This magnetic ordering, differently from cuprates, is in
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Figure 2.17: Schematic representation of the phase diagram of cuprates on the panel (a) and the iron-based
superconductors on the panel (b). In red is coloured the region whit magnetic ordering and in yellow the
superconducting one. Peculiar features of each family are the pseudogap for cuprates in light blue and the
nematic phase in blue for the iron-based superconductors. Figure taken from Ref. [123].

most of cases antiferromagnetic in one direction and ferromagnetic in the other, namely a stripe

order [125]. Another important difference resides in the superconducting order parameter that

although still widely debated due to the complex structure of multiple Fermi surfaces [123],

appears not to have a d-wave symmetry as shown, for example, in ARPES experiments [126].

Furthermore another striking difference is that the Mott insulating behaviour at half-filling

and the pseudogap do not appear at all.

Additionally, fulleride compounds, where alkali-metal atoms are intercalated into C60

molecules, show the highest known superconducting critical temperature among molecular

superconductors. Indeed, this property was first detected in 1991 [127–129] with a Tc = 33K

for Cs2RbC60 [130] and up to Tc = 38K for Cs3C60 [131]. The basic structure, composed

of neutral molecules, is insulating with a large Coulomb interaction and by inserting alkaline

atoms in the big intermolecular holes, these compounds can show superconducting properties.

The interaction responsible for the s−wave electron pairing is located on the C60 ball and

is caused by the vibrational modes of such balls. In other words, as in the BCS model, the

Cooper pairs form on this ball due to the vibrations of the mode and then hop from ball to

ball. In order to enhance Tc, since these materials are highly compressible, a pressure applied

to reduce the distance between fullerenes increases the metal characteristics and changes the

critical temperature that for Cs3C60 can arrive up to almost 40 K [131]. Similar results can be

obtained at ambient pressure if the alkaline is replaced by another alkaline with a smaller ionic

radius, such as Rb with K for instance. These three dimensional materials with partially filled
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narrow orbitals are often an example of a Mott transition masked by, or in close proximity to,

antiferromagnetism [132–134]. These materials, where conventional phonon-mediated super-

conductivity and unconventional Mott physics meet together, are superconductors due to the

cooperation among the multi-orbital electronic correlations and phonon vibrations [135].

2.6 Conclusion

In this Chapter, we summarised some of the key phenomenological properties of the cuprates.

The electronic structure of the cuprates is quasi-two-dimensional and so can be treated with

two-dimensional models, vindicating our choice to use the two-dimensional Hubbard model or

its three-band extension, the Emery model, as explained in the next Chapter.

The Cooper pair in the superconducting state motivates our choice to confine our investi-

gations on the d−wave superconductivity, as we will discuss in Chapters 5 and 6.

The antiferromagnetic phase appears to be ubiquitous in the phase diagram of cuprates,

and its properties are discussed in Chapter 4.

The pseudogap phase presents many features that are still enigmatic for the community.

Our analysis links it with the Mott transition that takes place at half-filling for the parent

compounds, the signature of which survives upon doping a Mott insulator. Indeed in this

case, we can observe a new transition, this time between a pseudogap and a correlated metal.

The physics of Mott appears to organise the normal, superconducting, and antiferromagnetic

states as we will see further in Chapter 4, 5, and 6.
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Chapter 3

Model and Methodology

3.1 Introduction

After the previous discussion in which some of the properties that characterise the cuprates

were introduced, this chapter is devoted to the model and methodology that was used to

obtain the results presented in the rest of the thesis.

The challenge in understanding the high-temperature superconductivity demonstrated in

the cuprates arises from the fact that the interactions are too strong [2] to be treated with a

simple perturbative approach. Moreover, the predictions of conventional band theory fail in

many cases. For example, according to the band theory the parent compound must demon-

strate metallic properties, in actual fact they are insulators, as discussed in the previous

chapter. Band theory fails because it does not consider electron-electron correlations [136].

The seminal work of Sir Nevill Mott studied the effects of these electronic correlations that

drive the so-called Mott transition [137]. He argued that upon considering an array of atoms

at half-filling (i.e. one electron per site) with an intra-atomic Coulomb repulsion we can find a

paradox in band theory. Indeed, this system is metallic when the atoms are arranged near one

another, because the electrons can freely hop from site to site, with hopping amplitude t, and

so will delocalise to form a band. Starting from a half-filled band, according to band theory,

this system will remain metallic no matter how far apart we pull the atoms. That is to say,

in band theory, although we will have to renormalise the hopping parameter, the system will

always be metallic no matter how large the lattice constant. Here, we find a contradiction: in-
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creasing the lattice separation, we eventually end up with an array of atoms with the electrons

localised on each atom, well localised around their nucleus, i.e. an insulator [136]. So why does

a metallic state become an insulator upon varying the lattice separation? As pointed out by

Mott [138], this insulating state rises thanks to the electron-electron correlations. We have an

energy cost U (the intra-atomic Coulomb energy) to let the electrons hop to an occupied state.

We can argue, comparing the kinetic energy and the potential energy of this system, that there

is a certain critical value of the ratio U/t above which the charge fluctuations are suppressed,

leading to an insulator. Thus, Mott stated that increasing lattice spacing or the number of

electrons, the conductivity will jump from a finite value to zero, in other words, the system

presents a metal to insulator first-order transition. This transition explains the properties of

the undoped compounds and its understanding is of primary importance to comprehend the

phase diagram of the cuprates of Fig. 2.2, in which the Mott insulator state evolves to a

metallic state by passing from an undoped to a strong doping regime.

The Mott transition is well described with the Hubbard model as discussed in Section

3.2. The absence of an analytical solution for it necessitates the development of numerical

approaches. Among the many currently being employed, we use the Dynamical Mean-Field

Theory as introduced in Section 3.3. This methodology is based on the approximation that

the self energy is momentum-independent. In order to address phases such as the d−wave
superconductivity we need to use a cluster extension called Cellular Dynamical Mean-Field

Theory, discussed in Section 3.4. The basic idea of the Dynamical Mean-Field Theory and its

extensions is to map the Hubbard model onto an Anderson impurity model that is solved using

a numerical approach. Its solution is then used via self-consistency conditions as the solution

for the original Hubbard model, reiterating this loop until within the desired accuracy. Among

the possible ways to treat the impurity problem we use the Continuous-Time Hybridisation

Expansion Algorithm as outlined in Section 3.5. Finally, in Section 3.6 we will discuss a three

band extension of the Hubbard model, called the Emery model.

3.2 Two-Dimensional Hubbard Model

The essential physics in cuprates is due to the electronic states of the Cu dx2?y2 and the O

px, py orbitals. Therefore, a three-band model such as the Emery model of Section 3.6 is a
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good starting point to understand the generic features of the cuprates. However a single band

Figure 3.1: Schematic diagram of a CuO4 cluster. The Cu 3dx2−y2 orbital is surrounded by 2 O 2px, 2py
orbitals; these orbitals hybridise together in a Zhang and Rice singlet. Figure taken from Ref. [139]

model can describe the underling physics of the cuprates, as motivated by the proof of Zhang

and Rice that demonstrated how a strong hybridisation between the oxygens and copper forms

a local singlet between a hole in the oxygens and a central ion of Cu2+ [6] (Fig. 3.1). The

resulting Hamiltonian of the Zhang-Rice singlets in the CuO2 plane reduces to a single-band

Hubbard model. In two-dimensions the single-band Hubbard model Hamiltonian is given:

HHM = −
∑
〈i,j〉,σ

tij(c
†
iσcjσ + c†jσciσ) + U

∑
i

ni↑ ni↓, (3.1)

where c†iσ, ciσ and niσ = ciσc
†
iσ are respectively, the creation, annihilation and the number

operator for an electron in the site i with spin σ, tij is the hopping probability from a site i

to a site j, and U the Coulomb potential energy. This Hamiltonian is derived from a single

band model expanded in the Wannier basis w(r −Ri) associated with the Bloch states:

ψ(r) =
∑
Ri

w(r −Ri)cRi :=
∑
i

|i〉ci. (3.2)
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Figure 3.2: Sketch of Hubbard model. The electrons are able to jump from neighbouring sites with hopping
probability t meanwhile there is an energy cost U in the case of double occupancy.

The more general Hamiltonian in the presence of the Coulomb interaction VC can be written

as:

H =
∑
σ,i,j

c†iσ〈i|Tkin|j〉cjσ +
1

2

∑
σ,σ′,i,j,k,l

〈i|〈j|VC |k〉|l〉c†iσc
†
jσ′ckσclσ′ . (3.3)

This model is quite complicated and an important approximation in order to obtain a simpli-

fication of it was constructed by Hubbard, Kanamori and Gutzwiller with three almost simul-

taneous publications in 1963 [17–19]. Assuming that the highest contribution to 〈i|〈j|VC |k〉|l〉
arises when all lattice sites are equal and defining tij := 〈i|Tkin|j〉 and U := 〈i|〈i|VC |i〉|i〉 we
finally obtain Eq. (3.1). This model encodes two different tendencies for electrons in a lattice:

• The tendency for the electrons to become delocalised, jumping from site to site, leading

towards a metallic state.

• The part proportional to U attempts to localise each electron on a single site, leading

towards an insulating state.

These two tendencies are quite clear if we analyse the system at half-filling in the two limits

tij → 0 or U → 0. In the former case, the Hamiltonian is diagonal in the localised Wannier
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basis, and the electrons are localised. In case of finite hopping and strong coupling, by using

standard perturbation theory, the Hubbard model becomes the t− J model:

Ht−J = −
∑
〈i,j〉,σ

tij(c
†
iσcjσ + c†jσciσ) + J

∑
〈i,j〉

(
~Si~Sj −

ni nj
4

)
, (3.4)

where J = 4t2/U is the super-exchange energy and ~Si the spin of the site i.

In the latter case U → 0, the Hamiltonian 3.1 is diagonal in the momentum basis, and

the electrons have delocalised eigenvectors, in other words, they are free to hop without any

impediment from the interaction U . So the question that arises from these two limits is:

what happens to an intermediate value of the ratio U/t? The answer is the first-order Mott

transition. To show this, we need to use a numerical approach such as the Dynamical Mean-

Field Theory because, even though this is the simplest model of interacting electrons, it is far

from simple to solve.

3.3 Dynamical Mean-Field Theory

In this Section, we will introduce the Dynamical mean-field theory (DMFT) of strongly corre-

lated fermion systems [21,140]. The purpose of this theory is to approximate a lattice problem

with many degrees of freedom by a single-site effective system with fewer degrees of freedom.

We will take into account local quantum fluctuations, i.e. temporal fluctuations among the

possible quantum states at a given site on the lattice. This theory is a natural generalisation

for the quantum mechanics of the mean-field theory in classical statistical mechanics, where

the interactions of the system on a specific site are approximated by their average and are

treated as an external bath. It will be useful to discuss an example of this classical theory in

order to make the generalisation to DMFT more clear.

3.3.1 Mean-Field Theory: the Ising Model

A simple model that can be treated with this approach is the Ising model:

HIM = −
ns∑
〈i,j〉

JijSiSj − h
ns∑
i

Si , (3.5)
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where 〈i, j〉 denotes the nearest-neighbour, ns the number of sites in the lattice, Jij > 0 is the

ferromagnetic coupling, Si the spin with values 1 and −1, and h is an external magnetic field.

This model can be addressed using a mean field theory approach. Practically, this means that

we have to choose a site k̄ and replace the lattice model by a single-site model embedded in

an effective medium. In other words, we are going to map the problem of interacting spins to

a problem of non-interacting ones in an effective bath. So we have an effective Hamiltonian:

H
(eff)
IM = −heffSk̄, (3.6)

where we have introduced the effective (Weiss) field heff that for a lattice with coordinate z

is:

heff = h+
∑
i

Jk̄i〈Si〉 ≈ h+ Jmz, (3.7)

with mi = 〈Si〉 the magnetisation at the site i, and assuming translational invariance (Jij = J ,

mi = m). This one-spin problem can now be solved and the thermal average of this spin is:

〈Si〉 =
1

Z

∑
{S}

Se−Sβheff =
eβheff − e−βheff
eβheff + e−βheff

= tanh(βheff ). (3.8)

{S} denotes all the possible spin configurations and β = 1
KT with K the Boltzmann constant.

Now we have to impose the self-consistency relation, i.e. the value of the magnetisation m

predicted by single-site model Eq. (3.7) should be equal to the value of m from Eq. (3.8):

m = tanh(βheff ) ≈ tanh(βh+ βzJm) (3.9)

This is an approximate solution. Indeed these mean-field equations are, in general, an ap-

proximation of the exact solution of the Ising model. They become exact in the limit of large

lattice coordination: z → ∞. Intuitively, when the number of neighbours of a given site is

large enough, they can globally be treated as an external bath. Coupling J must be scaled as

J/z to yield a sensible limit z →∞, i.e. to keep finite the critical temperature Tc.
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Figure 3.3: Sketch of the Anderson impurity model of Eq. (3.11). An impurity with energy εd and interaction
U coupled with a non interacting bath with energy εi and coupling constant Vi for each site.

3.3.2 Generalisation to the Quantum Case: Dynamical Mean-Field Theory

The previous approach can be extended to quantum systems. The Dynamical Mean-Field

Theory can be used for systems of any dimension and becomes exact in the limit of infinite

lattice coordination [140,141]. Here we present the formulation of the Dynamical Mean-Field

Theory [21] for the study of the normal state of the two-dimensional Hubbard model of Eq.

(3.1). The size of the Hilbert space for n sites, in the two dimensional case of our interest,

is 4n and an analytical solution for this problem does not exist. The key quantity on which

DMFT focuses is the local Green function at a given lattice site:

G
(σ)
ii (τ − τ ′) = −〈Tciσ(τ)c†iσ(τ ′)〉. (3.10)

Here T is the time-ordering operator, τ the imaginary time and 〈. . . 〉 =
∫ β

0 dτ . . . denotes the

imaginary time average. In analogy to the mean-field theory for the Ising model, where the

local magnetisation mi is represented as that of a single spin of site i coupled to an effective

field heff , here we introduce the representation of the local Green function as that of a single

"atom" coupled to an effective bath. Mathematically, this can be described by the Hamiltonian

of the so-called Anderson impurity model (AIM) [142], which describes an impurity embedded
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in a bath of electrons:

HAIM =
∑
i,σ

εic
†
iσciσ +

∑
i,σ

Vi(c
†
iσdσ + d†σciσ) + εd

∑
σ

ndσ + Und↑nd↓, (3.11)

where c†iσ, ciσ and d†σ, dσ are respectively, the creation, annihilation operators of the conduction

and of the impurity electrons, εi, εd the energies of the electrons and of the impurity, ndσ =

d†σdσ is the number operator of the impurity d−electrons. The parameters {εi} and {Vi} must

be chosen in such a way that the local Green function of Eq. (3.11) coincides with the one of

the original model (3.1) for a given site. Introducing the action formalism for this system, we

can demonstrate that these parameters enter only through the so-called hybridization function:

∆(ıωn) =
∑
i

|Vi|2
ıωn − εi

, (3.12)

where we have introduced the odd Matsubara frequency:

ωn ≡
(2n+ 1)π

β
.

In general, the partition function Z is:

Z = Tre−βH . (3.13)

In general, in a system that respects Fermi statistics, the variables {φi, φ∗i } are anti-commuting.

Their algebra was first introduced by Hermann Grassmann [143]. For a Fermi system with

Grassmann variables {φi, φ∗i } the trace of an operator A is given by:

TrA =

∫ ∏
i dφ

∗
i dφi

2ıπ
e−
∑
i φ
∗
i φi〈−φ|A|φ〉. (3.14)

So in our case Eq. (3.13) becomes:

Z =

∫
Dd†σDdσ

∏
i

Dc†iσDciσeS0−∆S , (3.15)
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with: ∫ xf ,tf

xi,ti

Dx(t) = lim
M→∞

∫ M−1∏
k=1

dxk

(2ıπ)
3M
2

.

Where we have implicitly divided the interval {(xi, ti), (xf , tf )} into M steps and we have

also, divided the total action into two parts. S0 is the purely local part concerned with the

impurity:

S0 =

∫ β

0
dτ

∫ β

0
dτ ′
∑
σ

d†σ(τ)(∂τ + εd)dσ(τ ′) +

∫ β

0
dτUnd↑(τ)nd↓(τ), (3.16)

while ∆S includes the rest of the total action:

∆S =

∫ β

0
dτ

∫ β

0
dτ ′
∑
iσ

c†iσ(τ)(∂τ + εi)ciσ(τ ′) + Vi(c
†
iσ(τ)dσ(τ ′) + d†σ(τ)ciσ(τ ′)). (3.17)

The part of Eq. (3.15) that involves the electrons is quadratic in c†iσ, ciσ and following these

substitutions:

• η∗, η → c†iσ, ciσ,

• ζi, ζ
∗
i → Vidσ, Vid

†
σ,

• H0 → G−1
0(τ) = ∂τ + εi

Fourier transform−−−−−−−−−−−−→ G−1
0(ıωn) = −ıωn + εi,

it can be computed by using the formula for the Gaussian integral of Grassmann variables:

∫ ∏
i

dη∗dηe−η
∗
iHijηj+ζ

∗
i ηi+ζiη

∗
i = det(H)eζ

∗
i H
−1
ij ζj . (3.18)

Finally, the partition function of Eq. (3.15) is:

Z = det(G0)

∫
Dd†σDdσe

−S0−
∫ β
0 dτ

∫ β
0 dτ ′d†σ(τ)

(∑
i
|Vi|

2

ıωn−εi

)
dσ(τ ′)

=

= det(G0)

∫
Dd†σDdσe−S0−

∫ β
0 dτ

∫ β
0 dτ ′d†σ(τ)∆(τ,τ ′)dσ(τ ′). (3.19)

In this way, using Eqs. 3.16 and 3.19, we can define an effective action for the impurity that
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reads:

Seff ≡ const.−
∫ β

0

∫ β

0
dτdτ ′

∑
σ

d†σ(τ)G−1
0imp(τ, τ

′)dσ(τ ′) +

∫ β

0
dτUnd↑(τ)nd↓(τ), (3.20)

where we have introduced:

G−1
imp(τ, τ

′) =
1

−∂τ − εd −∆(τ, τ ′)

Fourier transform−−−−−−−−−−−−→ G−1
0imp(ıωn) =

1

ıωn − εd −∆(ıωn)
.

G−1
0imp(ıωn) is the non-interacting (U = 0) Green function of the single impurity model and it

plays the role of an effective field of the Ising model with the difference that here this "field"

is a function of the imaginary time instead of a single number. From the above equation we

can define a local self-energy from the interacting Green function:

Gimp(τ − τ ′) = −〈Td(τ)d†(τ ′)〉Seff . (3.21)

TakingG(k, ıωn) as the momentum dependent lattice Green function, we want to determine

the hybridisation function ∆(ıωn) such that the impurity Green function Gimp(ıωn) reproduces

the local lattice Green function of Eq. (3.10):

∑
k

G(k, ıωn) = Gimp(ıωn). (3.22)

Keeping in mind that:

G(k, ıωn) =
1

ıωn + µ− εk − Σ(k, ıωn)
, (3.23)

Eq. (3.22) is exact only when the lattice self-energy Σ(k, ıωn) has only local terms and it

coincides with the impurity self-energy. Otherwise we need the DMFT approximation:

Σ(k, ıωn) ≈ Σ(ıωn) = Σimp(ıωn). (3.24)

Introducing the Dyson equation for the lattice Green function and for the impurity model:

Σ(k, ıωn) = G−1
0 (k, ıωn)−G−1(k, ıωn), (3.25)

Σimp(ıωn) = G−1
0imp(ıωn)−G−1

imp(ıωn), (3.26)
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the relation of self-consistency, Eq. (3.22), for µ = εd becomes:

∑
k

G(k, ıωn) =
∑
k

1

ıωn + µ− εk − Σimp(ıωn)
=

=
∑
k

1

∆(ıωn)− εk −G−1
imp(ıωn)

= Gimp(ıωn). (3.27)

In this way, as outlined in Fig. 3.4, we obtain a self-consistency condition for the impurity

Figure 3.4: Sketch of the Dynamical Mean-Field Theory loop.

model dependent on the hybridisation function ∆(ıωn), that plays the role of a dynamical

mean field. This procedure is iterative because the solution of the impurity problem must be

computed with numerical methods (impurity solvers), such as the Continuous-Time Quantum

Monte Carlo discussed in sec. 3.5. Such a solution is then employed to repeat the DMFT loop

until convergence of the self energy is reached.

It is interesting to note that the DMFT approximation of Eq. (3.24) becomes exact in two

cases:

• The non interacting limit (U=0): from Eq. (3.20) we immediately get that G(ıωn) =

G0imp(ıωn) and indeed we have Σimp(ıωn) = 0 =⇒ G(k, ıωn) = 1
ıωn+µ−εk .

• The atomic limit (tij = 0): in this case εk ≡
∑

ij tije
ık(Ri−Rj) = 0 ,and from Eq.
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(3.27) we immediately get ∆(ıωn) = 0 =⇒ Vi = 0 ∀ i thus the sites are isolated and

Σimp(k, ıωn) = Σimp(ıωn).

In contrast with the mean-field approaches, the DMFT gives a full account of the dynamical

properties of the model, allowing the study of systems characterised by the presence of many

energy scales. Furthermore, there is no bias towards any specific coupling regime allowing a

systematic study of these different energy ranges. However, when we use this technique, we

also have to be aware of some liabilities. The biggest disadvantage of this method is its local

mean-field character. This is the main motivation to generalise it from a single site impurity

problem to a cluster one [25,144]. This is the topic of the next Section.

3.4 Cellular-DMFT

Prior to this section we have considered a single site of the lattice as the impurity of the

system, but in doing this we have lost completely any k dependence for the self-energy as

made clear by the DMFT approximation of Eq. (3.24). Here we will introduce an extension

of this method to include spatial correlations whilst preserving its dynamical character. In

this case we will treat as the impurity not just a single site, but a finite size plaquette. The

DMFT equations were unambiguously obtained through a systematic expansion around the

infinite-dimension limit [140], but this limit cannot define a unique mean-field scheme which

selects some spatial degrees of freedom (those of the cluster), treating the others at a mean-

field level [25, 144]. In this section, we will discuss one of the possible methods that allows

this, the so-called Cellular-DMFT. The cluster has open boundary conditions and the effective

action is built without constraint, but the translational symmetry is broken. In this case we

need first to define the topology of the cluster. Due to the actual choice that we have made

for our calculations, we will treat the case of a two by two square plaquette, the minimum size

of a cluster able to encode the d-wave symmetry of the superconducting phase. Such a choice

immediately defines the set of arrays for the real space X:

X = {(0, 0), (1, 0), (0, 1), (1, 1)} (3.28)
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This set in the momentum space becomes:

K = {(0, 0), (π, 0), (0, π), (π, π)} (3.29)

It is also useful to introduce the set of arrays that define the superlattice x̃ and that map the

position of any site of the cluster onto the neighbouring ones:

x̃ = {(0, 0), (2, 0), (0, 2), (−2, 0), (0,−2)} (3.30)

The k̃ vector for any cluster is:

k̃ = (kx, ky) (3.31)

Similarly to the DMFT case, we can obtain an equation analogous to Eq. (3.20).

S
(c)
eff = −

∫ β

0
dτdτ ′

∑
i,j,σ

d†σ,i(τ)
[
G−10imp(τ − τ ′)

]
ij
dσ,j(τ

′) +

∫ β

0
dτUn↑,i(τ)n↓,i(τ), (3.32)

where i and j span the cluster coordinate X. The cluster Green function is then defined as:

Gc(τ − τ ′)ij = −〈Tdi(τ)d†j(τ
′)〉

S
(c)
eff

(3.33)

and then the cluster self-energy in matrix notation after a Fourier transform:

Σc(ıωn) = G−1
0imp(ıωn)−G−1

c (ıωn) (3.34)

With the exception of X, x̃, K, k̃, we denote quantities that are represented with 4 X 4

matrices in bold. Now introducing the following approximation:

Σ(x̃i − x̃j, ıωn) ≈ Σc(ıωn), (3.35)

i.e. neglecting the inter-cluster contributions of the self-energy, we can build a lattice Green

function as:

G(k̃, ıωn) =
[
(µ+ ıωn)1− t(k̃)−Σc(ıωn)

]−1
. (3.36)

67



3.4. CELLULAR-DMFT

Where we have introduced the Fourier transform of the hopping matrix t(X) with respect to

the superlattice vectors:

t(k̃) =
∑
i

e−ık̃x̃it(X) =
∑
i

e−ık̃x̃i


0 t t′ t

t 0 t t′

t′ t 0 t

t t′ t 0

 , (3.37)

with t, t′ the hopping constants for nearest and next-nearest neighbours respectively. In order

to obtain the local Green function of the cluster, we have to integrate over the Brillouin zone

Eq. (3.36):

G(ıωn) =
1

4

∫
dk̃

(µ+ ıωn)1− t(k̃)−Σc(ıωn)
. (3.38)

Imposing that this last Green function of the cluster, calculated using the intra-cluster contri-

butions of the self-energy, must reproduce the Green function of the effective problem (3.33),

we obtain the self consistency equation of the Cellular Dynamical Mean-Field Theory:

G(ıωn) = Gc(ıωn). (3.39)

Figure 3.5: Sketch of the Cellular Dynamical Mean-Field Theory loop.

We can summarise this self consistency procedure, as shown in Fig. 3.5:

(i) the first step of this procedure is to choose a guess for the cluster self-energy Σc(ıωn);

(ii) the previous step is used to calculate Gc(ıωn) by means of Eq. (3.34);
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(iii) an impurity solver is then used to calculate the Green function of the effective problem

G(ıωn) of Eq. (3.38);

(iv) From the previous step a new estimate of the cluster self-energy is obtained Σc(ıωn),

which is used to reiterate the loop until within the desired accuracy.

3.5 Continuous-Time Hybridisation Expansion Algorithm

As mentioned in the previous Sections, we need an impurity solver to calculate the Green

function of the effective problem. In this section, we will briefly derive the Continuous-Time

Hybridisation Expansion Algorithm (CT-HYB) [26,27]. We will confine the discussion to the

single site problem that is analogous to the cluster one. This approach was introduced as an

impurity solver for the Anderson impurity problem [145, 146], so we will begin the discussion

from the Hamiltonian (3.11) that can be re-expressed as:

HAIM = HLoc +HBath +HHyb (3.40)

with:

HLoc = εd
∑
σ

ndσ + Und↑nd↓,

HBath =
n∑
i,σ

εic
†
iσciσ,

HHyb =
n∑
i,σ

Viσ(c†iσdσ + d†σciσ).

In this context, it is convenient to switch to an interaction representation in which the time

evolution of a generic operator O is:

O(τ) = eτ(HLoc+HBath)Oe−τ(HLoc+HBath), (3.41)
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with imaginary time τ . The partition function of the system, performing a Taylor expansion

of e−
∫ β
0 dτHHyb(τ), can be written as:

Z = Tr
d

Tr
c

(
e−β(HLoc+HBath)Te−

∫ β
0 dτHHyb(τ)

)
=

=

∞∑
n=0

∫ β

0
· · ·
∫ β

0︸ ︷︷ ︸∑
C

dτ1 . . . dτ2n Tr
d

Tr
c
e−β(HLoc+HBath) (−1)n

2n!

(
(HHyb(τ2n) +H†Hyb(τ2n)) . . . HHyb(τ1))

)
︸ ︷︷ ︸

wC

,

where Tr
d
, Tr

c
represent the trace of the impurity’s and bath’s operators respectively.

∑
C

represents the summation over the possible configurations within the imaginary time interval

and wC is the weight for each configuration. It is now possible to construct a Monte Carlo

procedure in order to estimate this expression by noticing that:

• In order to have equal number of creation and annihilation operators the only finite

contribution comes from even order of expansion, 2n.

• The previous fact also gives a contributions 2n!
n!n! for all possible configuration at each

order.

• Due to the fact that the term e−β(HLoc+HBath) does not allow any spin flips, we have

that each spin must also have the same number of creation and annihilation operators

giving a contribution n!
n↑!n↓!

with n! = n↑ + n↓.

• From time-ordering we also have a contribution 1
2n! .

We make the simplification:

Z =
∑
{nσ}

∏
σ

∫ β

0
dτ1σ · · ·

∫ β

τn−1σ

dτnσ

∫ β

0
dτ ′1σ · · ·

∫ β

τ ′n−1σ

dτ ′nσ Tr
d

Tr
c
e−β(HLoc+HBath)∗

∗
∑
i1...in

∑
i′1...i

′
n

Vi1σV
∗
i′1σ

. . . VinσV
∗
i′nσ
c†i1σ(τ1σ)di1σ(τ1σ)d†

i′1σ
(τ ′1σ)ci′1σ(τ ′1σ) . . .

. . . c†inσ(τnσ)dinσ(τ1σ)d†i′nσ
(τ ′nσ)ci′nσ(τ ′nσ). (3.42)

Due to the fact that the creation and the annihilation operators of the bath commute with

those of the impurity, in this time dependent framework we calculate the traces of the impurity

and the bath separately. For an arbitrary order, the part related to the bath can be computed
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using the Wick theorem and we obtain:

Tr
c

∑
i1...in

∑
i′1...i

′
n

Vi1σV
∗
i′1σ

. . . VinσV
∗
i′nσ
c†i1σ(τ ′1σ)ci1σ(τ1σ) . . . c†inσ(τ ′nσ)cinσ(τnσ)

ZBath
=
∏
σ

detM−1
σ ,

(3.43)

where we have introduced the partition function for the bath ZBath = Tr
c
e−βHBath and the

n X n matrix M defined as:

(M−1
σ )ij = ∆(τ ′i − τj)

Fourier transform−−−−−−−−−−−−→ ∆(ıωn) =
∑
i

|Vi|2
ıωn − εi

where we introduced the Fourier transform of the hybridisation function of Eq. (3.12). Finally

we obtain:

Z =
∑
C
ZBath

∏
σ

detM−1
σ Tr

d
e−βHLocdi1σ(τ1σ)d†i1σ(τ ′1σ) . . . dinσ(τnσ)d†inσ(τ ′nσ) =

=
∑
C
wC . (3.44)

This expression can be evaluated through a Monte Carlo sampling, proceeding as follows:

the integrands wC define the weights of a distribution over the configuration space C =

{(i1, τ1), . . . , (i′n, τ
′
k)} which is sampled with the Metropolis-Hastings algorithm [147]. Fur-

thermore, this algorithm prescribes that at each step, beginning from a configuration C′, a
new configuration C is proposed with probability A and is accepted with probability:

p = min

(
1,

A′|wC |
A|w′C′ |

)
, (3.45)

where wC and w′C′ are respectively, the weights of the new and the old configuration, and A′

is the proposed probability of the inverse update, i.e. to go from the configuration C to the

configuration C′. Once the weights and configurations are found, the next step is to calculate

the Green function of Eq. (3.21) Gimp(ıωn) of Eq. (3.21):

Gimp(ıωn) =

〈∑
ij

eıωn(τi−τj)

β
Mij

〉
MC

(3.46)

where 〈. . . 〉MC denotes the Monte Carlo average.
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It is useful to mention that in DMFT, the average expansion order of the hybridisation

expansion 〈k〉 is proportional to the kinetic energy per site [148]:

Ekin = −〈k〉
β
. (3.47)

We can demonstrate this by explicitly calculating the expression for the kinetic energy per

site:

Ekin =
1

2π2

∑
n

eıωn0+

∫
dkεkG(k, ıωn)

=
1

2π2

∑
n

eıωn0+

∫
dk[ıωn +G−1(k, ıωn)− Σ(k, ıωn)]G(k, ıωn)

= 2
∑
n

eıωn0+
[(ıωn − Σ(k, ıωn))G(k, ıωn)− 1]

= 2
∑
n

∆(ıωn)Gimp(ıωn)

= −〈k〉
β
.

In the case of the Cellular Dynamical Mean-Field Theory we need some cluster corrections as

discussed in detail in Chapters 5 and 4.

Our state of the art code includes optimisation with Lazy Skip-List [27]. This offers a fast

way to perform the numerous products of matrices necessary in this algorithm via the use of

Skip List [149] and a fast rejection of proposed configurations based on matrix bounds.

3.6 Emery Model

To perform a more realistic description of the cuprates, we need an extension of the simple

Hubbard model of Eq. (3.1). The actual electronic configuration of the copper layers must

take into account the presence of two oxygens and a copper atom per unit cell. As shown in

Fig. 3.6, we have 3dx2−y2 orbitals for each copper ion and 2px or 2py orbitals for the oxygens.

This leads to the three-band Hubbard Hamiltonian also known as the Emery model [3]:

H = h0 + Ud
∑
i

ndi↑ndi↓, (3.48)
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Figure 3.6: Sketch of the three-band model. The Cu 3dx2−y2 orbitals and the O 2px, 2py orbitals are shown
in blue and orange, respectively. We indicate our phase convention where, to apply the CDMFT, we use a
cluster of 12 sites with (Nd, Np) = (4, 8), bounded by the red square in the figure, that is embedded in a
self-consistent noninteracting bath.

where the electron correlations are introduced by the local Coulomb repulsion Ud on Cu sites

and h0 is:

h0(k) =


εd Vdpx Vdpy

V †dpx εp +Wpxpx Wpxpy

V †dpy W †pxpy εp +Wpypy

 , (3.49)

with Vdpx = tpd(1−eikx), Vdpy = tpd(1−eiky),Wpxpx = 2tpp(cos kx−1),Wpypy = 2tpp(cos ky−1)

and Wpxpy = tpp(1 − e−ikx)(1 − eiky). Here tpd (tpp) is the oxygen-copper (oxygen-oxygen)

hopping amplitude and εd (εp) is the copper (oxygen) on-site energy. The copper-copper

distance and tpp are taken as unity.

Similarly to the case of the Hubbard model, we solve the Emery model with Cellular

Dynamical-Mean Field Theory [24,25,144], using a cluster of 12 lattice sites with (Nd, Np) =

(4, 8), and replace the missing lattice environment by a non-interacting bath. We decided

to consider no interaction on the oxygens, in order to integrate them out before applying

CDMFT and, in this way, reduce the sign problem. This yields an effective lattice action

involving only copper d-orbitals. The upper diagonal element of the matrix Green function for
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the Hamiltonian of Eq. (3.48) corresponds to the non-interacting part of this action, namely

G0eff(iωn,k) = ((iωn + µ − h0(k))−1)dd, with iωn Matsubara frequencies and µ the chemical

potential. The action of the corresponding impurity model for CDMFT then reads:

SImp = −
∑

nRR′σ

d†Rσ(iωn)G−1
0,RR′(iωn)dR′σ(iωn) + Ud

∑
R

∫ β

0
d†R↑(τ)dR↑(τ)d†R↓(τ)dR↓(τ)dτ,

(3.50)

where R runs over the copper sites of the plaquette. The Weiss field G−1
0 is determined by

the CDMFT self-consistency:

(G−1
0 (iωn)−Σ(iωn))−1 =

Nd

4π2

∫
(G−1

0eff(iωn, k̃)−Σ(iωn))−1dk̃, (3.51)

where Σ is the self-energy of the impurity model and

G−1
0eff,RR′(iωn, k̃) =

1

Nd

∑
K

ei(K+k̃)(R−R′)G−1
0eff(iωn,K + k̃) (3.52)

is the mixed representation in the real and momentum-space for the effective non-interacting

lattice Green function G0eff(iωn,k) defined above. The K’s run over the momenta of the

plaquette and the k̃’s over the reduced Brillouin zone constrained to the partitioning of the

lattice into clusters. Notice that here the self-energy is finite only on the copper orbitals and

that the occupation and the interacting Green function of the oxygen orbitals can be computed

with the lattice’s Dyson equation of all orbitals. The impurity model Eq. 3.50 is solved with

Continuous-Time Quantum Monte Carlo for the hybridisation expansion [26], where the Weiss

field is written as:

G−1
0 (iωn) = iω + µ− tcl −∆(iωn), (3.53)

such that the hybridisation function ∆(iωn) → 0 for n → ∞. Since the effective cluster

hopping matrix tcl is diagonal, as is clear from the high-frequency limit of the self-consistency

equation, we can apply for the evaluation of the trace over the cluster, a segment algorithm

similar to the one employed for the two dimensional Hubbard model.
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3.7 Conclusion

In this chapter we have aimed to give an overview of the theoretical background adopted

in the work presented in the next chapters, where we will analyse how the Mott transition

characterises the phase diagram of the cuprates [2, 138, 150]. Indeed this metal to insulator

transition, which appears in the undoped system, plays a significant role upon increasing

doping. The Hubbard and Emery models, addressed in Sections 3.2 and 3.6 respectively, are

the natural playground for such investigations. In Section 3.4 we discussed the numerical tool

that we employ to solve them, that is the Cellular Dynamical Mean-Field Theory with the

Continuous-Time Hybridisation Expansion Algorithm, outlined in Section 3.5.

Our examination thus far was confined to the study of the normal state for the sake of

discussion. Indeed, the study of other phases can be performed by imposing their symmetries

on the cluster. This we will do for the antiferromagnetic phase in Chapter 4, for the d-wave

superconductivity in the Hubbard model in Chapter 5 and in the Emery model in Chapter 6.

In these cases we will use, as a seed for the CDMFT loop of Fig. 3.5, a self-energy that respects

the symmetries of the phase under consideration. Thus, the CDMFT loop will converge to

a solution that still respects the symmetries of this phase or, otherwise, to a normal state

solution, according to which of these two possible results is more stable under the parametric

regime investigated. In other words, if the chosen parameters allow this phase in a particular

region of the phase diagram, the converged solution will respect its symmetries.
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Chapter 4

The Mott Transition at Half-Filling

and its Interplay with the

Antiferromagnetic Phase

4.1 Introduction

The work presented in this chapter is based on Ref. [28].

As discussed in Chapter 3, one of the most striking manifestations of strong interactions

in quantum materials is the Mott transition [2, 138, 150], a first-order transition between a

half-filled band metal and an insulator. Understanding the features of this transition is a

fundamental problem in the study of cuprates, where the physics of the normal state is often

hidden by broken symmetry states, such as the Néel antiferromagnetic state (AF) [138, 150].

Indeed, in the Mott insulator the electrons are localised, so local moments tend to order

magnetically at low temperature via the super-exchange mechanism [151,152].

In this chapter, we will begin our exploration of the phase diagram of cuprates by inves-

tigating the properties of their parent compounds and the interplay between the normal and

antiferromagnetic states. Then we will be ready to discuss the implication for the d−wave
superconductivity, introducing hole-doping in the next chapter.

Previous works for the half-filled model in 3D [153, 154] showed the existence of a single

AF phase, which never disappears at T = 0. Nevertheless, the antiferromagnetism stems from
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two different mechanisms. At weak interaction, AF emerges from cooling a metal, due to the

nesting of the Fermi surface, whereas at strong interaction, AF originates from cooling a Mott

insulator, due to the super-exchange between localised spins [153, 154]. These processes are

referred to respectively as Slater and Heisenberg mechanisms. In the Slater regime, increasing

the interaction leads to an increase in the Néel temperature TN , the temperature below which

an AF state is formed. In the Heisenberg regime, increasing the interaction leads to a decrease

in TN . The fate of this scenario for 2D systems is the topic of this chapter, where we are going

to use the two-dimensional Hubbard Hamiltonian to explicitly investigate the Mott transition

and its interplay with AF at half-filling.

The basic experimental phenomenology of 3D systems, as well as predictions (e.g. [21, 24,

155,156]), have been obtained from the DMFT [21] solution of the Hubbard model. However,

the strong momentum dependence of the self-energy in 2D makes DMFT inadequate in this

case. This motivates the use of CDMFT, discussed in Chapter 3, as a way to include some

of this momentum dependence. Although this and other methods have been used to study

the AF phase [25, 157–164], the influence of the normal state Mott transition, if any, on the

AF phase has been less investigated [165] and remains a challenge. Our goal is to decipher

the interplay between the Mott transition and AF, showing that even if the Mott transition

appears to be hidden, it originates the sharp crossovers responsible, to a large extent, for the

properties of the antiferromagnetic phase.

It is worth to say that in 2D, as stated in the Bogoliubov-Hohenberg-Mermin-Wagner

theorem [108–111], thermal fluctuations forbid any long-range order at finite temperature.

Nevertheless, the onset temperature where the correlation length ξ has an exponential increase

can be well defined. This temperature calculated with CDMFT and defined as the loci below

which the staggered magnetisation mz of Eq. 4.24 differs from zero, is a quantitative estimate

at which short-range order antiferromagnetic correlations emerge in the system. We call it

T dN , where the d stands for dynamical mean-field temperature.

This chapter is organised as follows: we will begin in Section 4.2 by introducing the method-

ology used in this chapter, then we will discuss the behaviour of the phase diagram at half-filling

in the presence of antiferromagnetism, in Section 4.3. In Section 4.4, we provide benchmarks

showing that despite our study being confined to short range correlations, due to the size of our

cluster, they are close to those obtained for larger systems, where ξ can be larger. In Section
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4.5, we show that our calculations reveal different features for the antiferromagnetic state in

the weak or strong interaction regime. These differences are related to the normal state Mott

transition, hidden beneath the antiferromagnetic dome. Furthermore, this transition regulates

the driving mechanism that stabilises the AF state, leading to a sharp crossover between a

potential and kinetic-energy driven antiferromagnetism, at small and large U respectively, also

detectable in the local density of states, as discussed in Section 4.6.

4.2 Model and Method

As discussed in Chapter 3, we aim to study the local quantum fluctuations induced by the

electron-electron interaction U on the same footing as the short-range correlations, solving the

Hubbard model of Eq. 3.2 with Cellular Dynamical Mean-Field Theory [24,25,144]. CDMFT

selects a cluster of the lattice, here a 2×2 plaquette, and embeds it in a self-consistent bath of

non-interacting electrons, which approximates the missing lattice environment. We solve the

impurity (plaquette in a bath) problem using the statistically exact Continuous-Time Quantum

Monte Carlo method [26] based on the hybridisation expansion of the impurity action.

Differently from Chapter 3, where we considered just the normal state, here we also discuss

what happens for the antiferromagnetic phase. In the latter case, we allow the symmetry

breaking only in the bath and not in the cluster. To accelerate the calculation, we use the

C2v group symmetry with mirrors along the diagonals of the plaquette [166,167]. We consider

only the half-filled model.

As said, the effective action of the impurity (cluster in a bath) problem is given by:

Seff = Sc(c, c
†) +

∫ β

0
dτdτ ′ c†(τ)∆(τ − τ ′)c(τ ′). (4.1)

To solve the impurity problem, i.e. to find:

Gc(τ − τ ′) = Gc[∆(τ − τ ′)] = 〈Tc(τ)c†(τ ′)〉Seff
,

we use the Continuous-Time Quantum Monte Carlo method based on the expansion of Seff in

the hybridisation function (CT-HYB) ∆ [26]. In this section, we shall show that the analysis

of the symmetries of the problem has significant consequences on: the choice of the single-
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particle basis for Eq. 4.1 in Section 4.2.1, the ergodicity of the CT-HYB impurity solver in

Section 4.2.2, and the Monte Carlo sign problem in Section 4.2.3. For details on convergence

and Monte Carlo error bars, see also Ref. [166].

4.2.1 Symmetries

In order to implement a version of the Cellular Dynamical Mean-Field Theory able to study

the antiferromagnetic state we must note that:

1. The CDMFT procedure preserves the symmetries of the lattice accordingly with its

partitioning (here the symmetries of a 2×2 square plaquette). The hybridisation function

∆ must respect all these symmetries in the normal state, but some of them are broken

in the antiferromagnetic state.

2. In order to reach a faster convergence of the Continuous-Time Quantum Monte Carlo

[148], we choose a single-particle basis for c (or c†) that transforms according to the irre-

ducible representation of an Abelian point group that represents the spatial symmetries

of the impurity Hamiltonian [148]. The Abelian group chosen must be a subgroup of

the total point group of the impurity Hamiltonian. In this way, we can speed up the

calculation of the trace of operators on the cluster.

1 2

34

Figure 4.1: 2× 2 plaquette for the CDMFT.

Taking into account the first remark, it is important to enumerate the symmetries of the

normal state:

(i) charge conservation (U(1)) symmetry,

(ii) time-reversal symmetry,
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(iii) spin rotational (SU(2)) symmetry,

(iv) translational symmetry,

(v) point group C4v symmetry of the plaquette.

All these symmetries but the translational one are compatible with the lattice partitioning of

the CDMFT. Following the second remark, we choose the point group C2v with mirrors along

horizontal and vertical axis of the plaquette. Using the convention for the indices of Fig. 4.1,

the appropriate basis in the irreducible representations A1, A2, B1, B2 of C2v, is:

cA1σ = 1
2(c1σ + c2σ + c3σ + c4σ) (4.2)

cA2σ = 1
2(c1σ − c2σ + c3σ − c4σ) (4.3)

cB1σ = 1
2(c1σ + c2σ − c3σ − c4σ) (4.4)

cB2σ = 1
2(c1σ − c2σ − c3σ + c4σ). (4.5)

In this way, the hybridisation function for each spin σ is a 4× 4 diagonal matrix:

∆σ,σ =


∆A1σ,A1σ 0 0 0

0 ∆A2σ,A2σ 0 0

0 0 ∆B1σ,B1σ 0

0 0 0 ∆B2σ,B2σ

 . (4.6)

By imposing equal values for spin up and spin down, we automatically satisfy the time-reversal

symmetry and the C4 rotation symmetry is respected by imposing that:

∆B1σ,B1σ = ∆B2σ,B2σ. (4.7)

Consequently, the hybridisation function of Eq. (4.6) has only three independent elements.

By contrast, on the 2× 2 plaquette, the antiferromagnetic phase breaks:

(i) time-reversal symmetry,

(ii) spin rotational symmetry,

(iii) C4 (π/2) rotation.
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However, time reversal combined with C4 is still a symmetry of this system and, despite the

lost of spin-rotational symmetry, the spin along the z direction is conserved in both phases.

Since we are only interested in expectation values in the z direction, the breaking of spin-

rotational symmetry has no consequences. Additionally, the Néel state breaks spatial C2v

symmetry with mirrors along the horizontal and vertical axis of the plaquette, but not with

mirrors along the diagonals. Thus, following as before the indices convention of Fig. 4.1, our

choice for the single-particle basis is:

cA1σ = 1√
2

(c1σ + c3σ) (4.8)

cA′1σ = 1√
2

(c2σ + c4σ) (4.9)

cB1σ = 1√
2

(c1σ − c3σ) (4.10)

cB2σ = 1√
2

(c2σ − c4σ). (4.11)

In this case, the hybridisation function for each spin is a 4×4 block-diagonal matrix, with one

2× 2 block (A1) and two 1× 1 blocks (B1 and B2):

∆σ,σ =


∆A1σ,A1σ ∆A1σ,A′1σ

0 0

∆A′1σ,A1σ ∆A′1σ,A
′
1σ

0 0

0 0 ∆B1σ,B1σ 0

0 0 0 ∆B2σ,B2σ

 (4.12)

since the imaginary-time hybridisation is a real function, we have:

∆A1σ,A′1σ
= ∆A′1σ,A1σ. (4.13)

Moreover, the hybridisation function matrices for opposite spins are not independent, because
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a spin flip followed by a rotation of π/2 transforms the operators as follows:

cA1σ → cA′1σ̄ (4.14)

cA′1σ → cA1σ̄ (4.15)

cB1σ → cB2σ̄ (4.16)

cB2σ → −cB1σ̄, (4.17)

with σ̄ = −σ. The resulting hybridisation function, with opposite spin than Eq. (4.12), is:

∆σ̄,σ̄ =


∆A′1σ,A

′
1σ

∆A′1σ,A1σ 0 0

∆A1σ,A′1σ
∆A1σ,A1σ 0 0

0 0 ∆B2σ,B2σ 0

0 0 0 ∆B1σ,B1σ

 (4.18)

Thus, in this basis the hybridisation function has 5 independent elements, that in case of

a normal state solution are reduced to three, since in this case the additional equality for both

spin species imposes:

∆A′1σ,A
′
1σ

= ∆A1σ,A1σ (4.19)

∆B1σ,B1σ = ∆B2σ,B2σ. (4.20)

4.2.2 Ergodicity

It has been demonstrated in Ref. [167] that the Continuous-Time Hybridisation Expansion

Algorithm, when applied to broken symmetry states, can be non-ergodic. In this case it

can happen that the cluster has more symmetries than the bath, and we implement the

Monte Carlo sampling, discussed in Section 3.5 adding or removing just a pair of creation-

annihilation operators, i.e. a "2-operator update”. To solve this issue, it may be necessary to

make updates that involve a larger numbers of creation-annihilation operators, namely an "n-

operator update”. This is the case, for example, when we treat the d-wave superconductivity

within 2× 2 CDMFT, as in Chapters 5 and 6. In fact, by expanding the symmetry-breaking

hybridisation function in a power series of single pairs of operators, the broken symmetry
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can generate vanishing contributions to the trace. However, a "4-operator update", that

corresponds, practically, to a power series expansion of the hybridisation function in couples

of pairs, recovers the full symmetry and retrieves the ergodicity.

In the case of the antiferromagnetic state, the situation is different. The Hamiltonian of

the cluster is invariant under the C2v point group symmetry with mirrors along horizontal

and vertical axes, whereas the Hamiltonian of the bath is not invariant. This suggests that a

"2-operator update" is not sufficient to guarantee ergodicity. However, we used as a basis the

irreducible representations of the C2v symmetry, common to both the bath and the cluster.

Therefore there is no coupling to point-group symmetries that exist only in the cluster and

not in the bath and a "2-operator update" meets the requirements for ergodicity.

4.2.3 Sign Problem and Addendum on Ergodicity

One of the greatest problems using the CDMFT is that it is affected by a sign problem. This

happens due to the Pauli principle and some coefficients of the Hamiltonian, the weights wc

of eq. 3.44 can have negative values. In order to interpret these as terms of a probability

distribution, the standard way to treat this problem is to transfer the sign from the weight

to the observable. Then we use the resulting partition function Z ′ with positive weights to

sample instead of the original partition function Z. The partition function Z ′ corresponds to

the one of the hardcore boson problem and the average sign is:

〈sign〉 =
Z

Z ′
(4.21)

This situation appears to influence the antiferromagnetic phase more than the normal state.

Therefore, to reduce the sign problem in the Néel state, we can take advantage of the de-

generacy in the A1 subspace [166] by rotating with an angle θ the vectors of the basis, as

follows:

cA1σ = cos θ√
2

(c1σ + c3σ) + sin θ√
2

(c2σ + c4σ) (4.22)

cA′1σ = sin θ√
2

(c1σ + c3σ)− cos θ√
2

(c2σ + c4σ). (4.23)

In Fig. 4.2 we plot several isothermal scans of the average sign (panel (a)) and angle θ (panel
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Figure 4.2: Panel (a): the average sign as a function of the interaction U . Panel (b): the average angle
θ in Eqs. 4.22, 4.23 as a function of U . As indicated in the legend, the data is shown for temperatures
T = 1/20, 1/10, 1/5 and 1/4 and the angle π/4 never appears in the antiferromagnetic phase, i.e. when
mz 6= 0.

(b)) as a function of U . With an appropriate choice of θ, that must be optimised at each

iteration of the CDMFT to minimise the off-diagonal component of the 2×2 block (A1) of the

hybridisation function matrix, we can minimise the sign problem. In any case, when θ = 0 the

basis of Eqs. 4.8-4.11 is restored. This procedure is implemented in the AF phase only. Indeed,

the last rotation corresponds to change from the A1 and A′1 basis to one that transforms like

the A1 and A2 representations, Eqs. (4.2) and (4.3), of the C2v symmetry with mirrors along

the horizontal and vertical axis. The angle corresponding to this rotation causes the problem

to become non-ergodic [167] when in an antiferromagnetic state. This is due to the fact that

the hybridisation functions ∆A1σ,A2σ and ∆A2σ,A1σ are non-vanishing and therefore, so is their

product in the power expansion of the hybridisation. Because the cluster itself does not break

any symmetry but the product of A1 and A2 does, a product of an odd number of ∆A1σ,A2σ

or ∆A2σ,A1σ can vanish. In this case a "2-operator update" does not suffice for ergodicity.

This case never appears in our simulations, in the case of finite staggered magnetisation mz,

as demonstrated in Fig. 4.2 panel (b), 4.4 and Fig. 4.3.
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4.3 Antiferromagnetic State at Half-Filling - Phase Diagram

After this excursus on the methodology, we are finally ready to discuss the phase diagram

T −U of the two-dimensional half-filled Hubbard model in presence of antiferromagnetism. In

our calculations we use t = 1 for the nearest neighbour hopping and when referring to U and

T , we tacitly assume their ratio with t, so they are pure numbers. We are in presence of an
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Figure 4.3: Staggered magnetisation mz as a function of U for different values of T . T dN is drawn from the
mean of the two temperatures where mz is greater than a cut-off value to where it is smaller (here mz = 0.045).

antiferromagnetic state when the staggered magnetisation mz,

mz =
2

Nc

Nc∑
j

(−1)j(nj↑ − nj↓), (4.24)

differs from zero. Fig. 4.3 shows the absolute value of the staggered magnetisation as a

function of the interaction for different temperatures. The interpolation of these scans leads

to the colormap in Fig. 4.4.

This latter figure shows T dN , i.e. the line below which mz 6= 0, as a function of the

interaction U . T dN (U) has a dome shape. Similarly to the 3D case, this behaviour alone

suggests that although there is a single AF phase, there are qualitative differences as a function

of U : the initial rise of T dN occurs because of nesting of the Fermi surface whereas, at large U ,
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Figure 4.4: Néel temperature T dN versus U at n = 1. The AF phase is defined by the loci where mz 6= 0 and
is delimited by T dN . Colour corresponds to the magnitude of the staggered magnetisation mz, shown in Fig.
4.3. The loci of the isothermal maxima of mz are indicated with the magenta line. Between the lines of orange
triangles, we draw the coexistence region of the Mott transition that culminates in second-order critical point,
indicated here by an orange filled circle, at (UMIT, TMIT).

super-exchange J = 4t2/U leads to the decrease of T dN with U [153,161]. Our results for T dN are

close to the onset of exponential behaviour [112,158,161,168,169] of ξ. The line connecting the

maximum of mz at fixed temperatures (magenta line) approximately follows J (blue dashed

line), thereby indicating that super-exchange drives the Néel ordering at large U . As T → 0,

mz saturates to its maximum value at large U . A different behaviour between weakly and

strongly interacting antiferromagnetism is indicated by the normal state just above T dN . The

Néel state can emerge by cooling a metal or a Mott insulator depending if we are in the weak

or strong coupling regime, respectively, of the phase diagram [170]. This happens due to the

underlying Mott insulator transition (MIT) that controls the physics of its supercritical region

through a crossover line also above T dN . This transition, computed by isothermal hysteresis
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loops in the double occupancy as a function of the interaction, is visible in 4.4 with orange

triangles and it terminates in a full orange circle indicating a second-order critical point at

(UMIT, TMIT). This transition, despite being hidden by the Néel phase, appears to determine

the driving mechanism between antiferromagnetism at weak and strong coupling as well as

the features of the local density of states (DOS). This is the central point of this Chapter, and

we will discuss it in the following sections.

4.4 Some Benchmarks
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T

0.10

0.12

0.14

(a)

D

U=4 AF
U=4 NS
U=4 DiagMC
U=4 DCA TL
U=4 QMC TL

U=5 AF
U =5 NS
U=5 QMC

0.0 0.3 0.6 0.9
T

0.02

0.04

(b)

U=8 QMC
U=8 DCA TL
U=8 DB
U=8 DDMC TL

U=8 DF
U=8 AF
U=8 NS

U=12 AF
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Figure 4.5: The double occupancy D as a function of the temperature T at U = 4.5 < UMIT (panel (a)) and
U = 8, 12 > UMIT (panel (b)). The results for the AF state are indicated with filled circles whereas for the
normal states with open circles. As benchmarks, we plot the results from alternative methods: diagrammatic
Monte Carlo from Ref. [171] (diamonds), DCA extrapolated to infinite lattice from Ref. [171] (squares), deter-
minantal QMC on 102 lattice from Ref. [163] (up triangles) and extrapolated to the thermodynamic limit [160]
(left triangles), dual boson scheme from Ref. [172] (down triangle), diagrammatic determinant Monte Carlo ex-
trapolated to the thermodynamic limit from Ref. [173] (right triangles) and dual fermion scheme from Ref. [173]
(pentagons).
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A direct measure for the degree of electronic correlations is given by the double occupancy

D = 〈ni↑ni↓〉, displayed in Fig. 4.5 as a function of the temperature for several values of the

interaction U . In panels (a) and (b) respectively, we display the results for interaction values

below and above UMIT. Also shown is the interaction where the Mott transition terminates in a

second-order critical point at TMIT, for both the AF and normal states (filled and open circles,

respectively). As benchmarks, our results are plotted in comparison with the values of D

obtained from alternative approaches [160,163,171–173]. As mentioned in Chapter 3, there are

several methods to construct a cluster extension of DMFT, Dynamical Cluster Approximation

(DCA) is an alternative to CDMFT. The difference between these two methodology is the way

in which the cluster is built: in CDMFT the cluster is formulated in the real space, whereas in

DCA it is formulated in the momentum space. The results of the DCA method here presented

are the thermodynamic-limit data extrapolated from the infinite cluster size limit. Due to the

computational cost of such a limit not many results are available.

We observe that for T � T dN , the antiferromagnetic results are closer to these benchmarks

than those for the normal state. This was expected because, as far as local quantities are

concerned, a state with a finite but exponentially large ξ is closer to an AF state than a

normal state with ξ at most one lattice spacing. As a consequence, due to the phase transition

at T dN our antiferromagnetic double occupancy data presents a kink, that is replaced in the

benchmarks by a shallow crossover. The same would presumably be observed for the DCA

data, if there had been more data points available. Such a crossover for methodologies like

QMC is a consequence of the finite-size system, which cannot allow a phase transition due

to the Bogoliubov-Hohenberg-Mermin-Wagner theorem [108–111]. Additionally, we observe

a better agreement either by increasing the interaction, due to the localisation of the states,

or by increasing temperature above T dN , because ξ is smaller. These benchmarks validate the

reliability of CDMFT, that assures an exponentially fast convergence with cluster size [24,174]

for any local quantity such as the double occupancy.

4.5 Energetics

From Fig. 4.5 we also notice that D(T ) of the normal state for all values of U presents a

minimum. This minimum occurs due the competition of two mechanisms: increasing the local
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moment, i.e. decreasing D, enhances the spin entropy upon heating from T = 0, whilst the

non-interacting limit, where each lattice site has equal probability to be in any of the four

possible states, must be reached at very large temperature [21, 175]. As T is reduced below

T dN , the normal state becomes unstable with regard to AF, as also testified by the negative

values of the total condensation energy of Fig. 4.8 that will be discussed in the following. We

find a sharp difference between weak and strong interactions. For U < UMIT in Fig. 4.5 panel

(a), the D of the Néel state is suppressed compared with those of the normal state and the

slope of D(T ) appears reversed in the two phases, i.e. for T < T dN : dD/dT > 0 in the AF

state and dD/dT < 0 in the normal state. On the other hand, for U > UMIT in Fig. 4.5 panel

(b), D is larger in the AF state, and the slope of D(T ) has the same sign in the two phases.

By definition of the potential energy

Epot = UD, (4.25)

these results prove that the AF state leads to a potential energy decrease when U < UMIT and

to a potential energy increase when U > UMIT. This lies at the heart of the T = 0 stability of

the AF state relative to the normal state.
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Figure 4.6: Contributions to the difference in kinetic energy between AF and normal state, as a function of
U . Top (bottom) panels show ∆E

(1)
kin (∆E(2)

kin). Data is shown for T = 1/20 < TMIT, T = 1/10 > TMIT, and
T = 1/4 (left, central and right columns, respectively). For T < TMIT two metastable solutions coexist at the
Mott transition.

The kinetic energy, for CDMFT solved with CT-HYB Chapter 5, results from the sum-

mation of two contributions, Ekin = E
(1)
kin +E

(2)
kin, where E

(1)
kin is a term related to the average
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expansion order 〈k〉, as shown in Section 3.5:

E
(1)
kin = − 〈k〉

Ncβ
(4.26)

and E(2)
kin, as we will see in Section 5.7.1, is a term related to the cluster part:

E
(2)
kin =

2T

Nc

∑
n

e−iωn0−
∑
ij

[
timpij Gimpji (iωn)

]
, (4.27)

where Nc is the cluster size (here Nc = 4), β is the inverse temperature, timpij and Gimpij are

the hopping and the Green function of the impurity problem, respectively. Figure 4.6 shows

these two contributions to the difference in the kinetic energy between antiferromagnetic and

normal state, as a function of the interaction for T = 1/20, 1/10, 1/4, respectively on the left,

central and right panels.

At low interaction, the behaviour of the energy agrees with the expectation of a Slater

insulator and static mean-field theory, where the order parameter mz corresponds to a larger

local moment or decrease in D. In contrast, as shown in Fig. 4.7, at large U the ratio
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Figure 4.7: Ratio between kinetic energy and potential energy gain as a function of the interaction U . The red
triangles and black circles are taken at T = 1/10 and at T = 1/20, respectively. At large U , ∆Ekin ≈ −2∆Epot.

between the kinetic and potential energy gain approaches the expected energetic relation of
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the Heisenberg limit [152]:

Ekin ≈ −2Epot. (4.28)

Therefore, the AF state is stabilised by a kinetic-energy gain. This is illustrated in Fig. 4.8
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Figure 4.8: Difference in the potential, kinetic and total energies between the antiferromagnetic and normal
state as a function of the interaction U at T = 1/20 respresented with the red, blue and green lines respectively.

where the difference in potential, kinetic, and total energies between the AF and the normal

state, is plotted as a function of U for T < TMIT. Crucially, we find that the first-order Mott

transition determined the critical U at which ∆Epot and ∆Ekin cross zero, and where ∆Etot

reaches its minimum. This is one of our main findings, as also shown for a broader set of

parameters in Fig. 4.9, that displays the difference in kinetic, potential, and total energy

between AF and the normal state as a function of U for T = 1/20, 1/10, 1/4 (left, central and

right panels). As a benchmark, in Figs. 4.9 panels (a), (d) and (g) we also plot the T = 0

variational QMC calculation of Ref. [165].

These findings appear clearer from Fig.4.10, where ∆Epot is colour-coded for the entire

AF region. The steep white region testifies to a change of sign in this quantity. This occurs

at the Mott transition for T < TMIT and, by increasing temperature T > TMIT, persists with

a nontrivial crossover from the Mott endpoint to approximately T d,max
N . This crossover line is

also in proximity to the minimum in the total condensation energy computed for isothermal

scans and here indicated with the line of green diamonds. Furthermore, these results are in

correlation with the Widom line [31–33] of the Mott transition (dashed line of open circles)

that we computed as the isothermal maxima of the derivative of the double occupancy with

respect to the interaction dD/dU |T . Fig. 4.11 sums up our results in the T −U phase diagram

with the addition of the change in sign for ∆Ekin, marked with the blue line of squares. This

latter quantity does not have the same behaviour as the previous crossover lines. It emerges
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Figure 4.9: Difference in potential energy ∆Epot = EAF
pot − ENS

pot (top panels), in kinetic energy ∆Ekin

(central panels) and in total energy ∆Etot (bottom panels) as a function of U . As in Fig. 4.6, data is shown
for T = 1/20 < TMIT, T = 1/10 > TMIT, and T = 1/4 (left, central and right columns, respectively). As a
benchmark, at our lowest temperature (panels (a), (d) and (g)) we show the T = 0 variational QMC calculation
of Ref. [165].

from the Mott transition, but extends down to U ≈ 5 and up to T ≈ 1/5.

This scenario extends, at finite temperature, the variational QMC calculations of Ref. [165],

where they have found a change in sign for ∆Epot between U = 6 and U = 7, as indicated by

the magenta circle at T = 0 in Fig. 4.10. This kind of change from a potential to a kinetic

energy driven mechanism also appears in studies of the BCS-BEC crossover in the attractive

Hubbard model [153,156,176–178].
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Figure 4.10: Phase diagram T −U with ∆Epot colour-coded. The steep white region testifies to a change of
sign in ∆Epot that connects UMIT and T d,max

N . This crossover line correlates with the isothermal minimum of
the condensation energy, indicated with the dashed line of green diamonds, and with the Widom line of the
underlying Mott transition, calculated by by the max of dD/dU |T and indicated with the dashed line of open
circles. The magenta circle at T = 0 represent the variational QMC calculation of Ref. [165] for ∆Epot = 0.
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Figure 4.11: Temperature T versus interaction U phase diagram for the half-filled Hubbard model. As in Fig.
4.10 the first-order Mott metal-insulator transition is marked by the spinodal lines Uc1(T ) and Uc2(T ), with the
up and down pointing triangles respectively, and its second-order critical endpoint with the full orange circle.
We indicate, with the dashed orange line of open circles, the Widom line of this transition established by the
isothermal local maximum of dD/dU |T . The lines of red triangles blue square represent the isothermal loci for
the change in sign for ∆Epot and ∆Ekin, respectively, and the line of green diamonds shows the minimum of
the total condensation energy ∆Etot.
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4.6 Density of States

The difference bertween the weak and strong coupling regimes also emerges by looking to Figs.

4.12 and 4.13 at the local density of states defined as:

N (ω) = − 1

π
ImG(ω), (4.29)

where G(ω) is the analytical continuation of the Green function in Matsubara frequencies

G(ıωn), obtained using the maximum-entropy approach based on Bayesian inference [179]. In

both figures we plotted the total N (ω) for the antiferromagnetic case with full colour coded

lines and for the normal state with the dashed grey lines in the left panels, whereas in the right

panel there are the two antiferromagnetic spin projections N↑(ω), N↓(ω). In Fig. 4.12, panels

(a) and (b), is displayed the temperature evolution of the DOS across T dN . For U = 4 < UMIT

at low temperature, the structure of the AF DOS presents a narrow gap between two prominent

peaks which are alike to the quasiparticles of the Bogoliubov theory, for this they are named

after him. This gap, that in an infinite size-system is a pseudogap [112], establishes that we are

in the presence of an antiferromagnetic insulator (AF-I). At higher energies we can appreciate

small precursors of the Hubbard bands because the interaction is too strong to be treated in

the static mean-field limit [112, 180, 181]. However the evolution of the DOS is similar to the

one in this limit: the Bogoliubov peaks broaden upon decreasing the distance between each

other as the temperature increases until they merge entirely above T dN , as shown in Fig. 4.12

panel (c). As expected from the mean-field approach, the spectral weight is reorganised mostly

over a frequency range of the size of the gap. This is also visible on the spin-projected spectra

in Fig. 4.12 panel (b): even though at low T , Bogoliubov peaks are relatively spin polarised,

the distance between the two spin projections decreases at frequencies above the gap. As

expected from a mean-field approach, the closure of the gap happens via a reorganisation of

the spectral weight over a frequency range on the scale of the gap. This is also visible in the

spin-projected spectra of Fig. 4.12 panel (b): despite at low T the Bogoliubov peaks appear

to be spin polarised, the difference between the two spin projections decreases for frequencies

above the gap. The DOS of the normal state is metallic with a marked peak at the Fermi level.

This indicates that in the weak coupling regime the AF-I arises from a metallic normal state.

These results differ from those at strong coupling regime as shown in Fig. 4.12 panels (d)
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Figure 4.12: Panels (a) and (d) show the temperature evolution of N (ω), calculated from analytically
continued data [179], for U = 4 < UMIT and U = 12 > UMIT, respectively. The normal state solutions are
in dashed grey, whereas the antiferromagnetic case is displayed in colour. Panels (b) and (e) show the spin
projections N↑(ω) and N↓(ω). Panel (c) displays the AF gap ∆AF, calculated by the distance between the
Bogoliubov peaks, and the staggered magnetisation mz as a function of the temperature T for U = 4 with the
lines of red dots and blue squares, respectively. The closure of ∆AF follows the decrease of mz.

and (e) for U = 12 > UMIT. In the AF case a four-peak structure characterises the shape of

N (ω): the two Hubbard bands are separated by a gap of the order of the interaction strength

and at their lower edges are positioned two Bogoliubov peaks [112, 180, 181]. In this strong

coupling regime the AF state is also insulating. However there is a different evolution once we

increase the temperature, where the broadening of the Bogoliubov peaks is rearranged into the

Hubbard bands. As commonly happens in strongly correlated systems, the difference between

the two spin projections, particularly at low temperature, does not vanish at high frequencies

as before for frequencies above the gap. The normal state in this interaction regime is a Mott

insulator, and the gap of the AF states never merge approaching T dN . This indicates that in

the strong coupling regime the AF-I arises from a Mott insulating state. It is worth to notice
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Figure 4.13: Panels (a) and (b) respectively show the interaction evolution of N (ω) and their spin projections
N↑(ω) and N↓(ω), calculated from analytically continued data [179]. The normal state solutions are in dashed
grey, whereas the antiferromagnetic case is shown in colour. These DOS are also showed in an extended version,
in Fig. 4.14. Panel (c): the difference between the AF gap ∆AF and the normal state Mott gap ∆M, measured
by the distance between the two Hubbard bands, as a function of the interaction U for T = 1/20. Panel (d):
(∆AF −∆M)/∆M as a function of the interaction U . All data are taken at the same temperature: T = 1/20.

that, as observed in previous works [170], even above T dN , the normal state N (ω) presents a

leftover signature of the Bogoliubov peaks at the Hubbard bands edges, this attests that the

CDMFT solution allows the short-range AF.

Figs. 4.13, panels (a) and (b), and 4.14, exhibit the interaction evolution of N (ω) at

T < TMIT < T dN , in order to elucidate further the difference between weak and strong regimes.

We can appreciate how the DOS, that at low interaction manifests two Bogoliubov peaks,

evolves to one with only two featureless Hubbard bands at strong interaction. The intermediate

cases, i.e. in proximity of U = 6 where the Mott transition is visible in the normal state N (ω),

are characterised by a four-peak structure: two Bogoliubov peaks next to the two Hubbard

bands or their precursors [112,180,181]. These structures have a qualitative different evolution

once we increase the interaction:

(i) The Bogoliubov peaks, that are narrow below UMIT, first broaden to then disappear into

the featureless Hubbard bands at U � UMIT. Interestingly, their maximum value occurs

just below UMIT.
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Figure 4.14: Panels (a) and (b) respectively show the interaction evolution of N (ω) and their spin projections
N↑(ω) and N↓(ω), calculated from analytically continued data [179]. The normal state solutions are in dashed
grey, whereas the antiferromagnetic case is show in colour. This figure extends Fig. 4.13 panels (a) and (b),
where fewer values of U are shown.

(ii) At U / UMIT we can observe the manifestation of the precursors of the Hubbard bands,

that evolve into well defined Hubbard bands for U ' UMIT.

By comparing the gap in the normal ∆M and antiferromagnetic states ∆AF in Fig. 4.13 panels

(c) and (d), we can see that the antiferromagnetic gap is always larger than that of the normal

state, as observed in the 3D case [182].
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4.7 Conclusion

In this chapter, we have charted the phase diagram of the half-filled 2D Hubbard model for

the normal and antiferromagnetic phases. This investigation aimed to explain some properties

of the cuprates parent compounds. We have seen not only how the metal to Mott insulator

transition and its associated Widom line characterises the normal state, but also its interplay

with the antiferromagnetic phase that masks it. Indeed, by looking at the behaviour of the

condensation energy, we established the presence of a sharp detectable crossover between

two different regimes. At weak interaction, the antiferromagnetic phase is stabilised by a

potential-energy driven mechanism, whereas at strong interaction the mechanism is kinetic-

energy driven. We demonstrated that this crossover is correlated with the Widom line and that

it is also visible in the different behaviours of the evolution of the density of states. Indeed, the

frequency range over which the antiferromagnetism rearranges the spectral weight, the degree

of spin polarisation in the spectra, and the relation between the size of the AF and Mott gaps

are also controlled by the Mott transition.

The physics of Mott, so important in this chapter, leaves its signature also upon doping

the system. In the next chapter, we will see how the normal and superconducting state are

also intertwined phenomena, related to what happens at half-filling. The understanding of the

properties of this case is then of primary importance, if we want to unveil the mysteries of the

physics of the cuprates.
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Chapter 5

Doping the System: an Organising

Principle for Strongly Correlated

Superconductivity

5.1 Introduction

The work presented in this chapter is based on Ref. [36].

After the analysis presented in the previous chapter, we are ready to explore the phase

diagram of the hole-doped cuprates. Here we will focus our investigation on the normal and

superconducting states when doping the two-dimensional Hubbard model of Eq. 3.2. Once

again we will use the Cellular Dynamical Mean-Field Theory of Section 3.4 on a 2×2 plaquette.

This is the minimal cluster size that encodes all two-dimensional short-range charge, spin,

and superconducting dynamical correlations. In the previous chapter we charted the phase

diagram of the normal state at half-filling, establishing the parametric regime in which the

Mott transition emerges. Here we will investigate the fate of such a transition, upon hole-

doping a Mott insulator. As found in other works [29–32], we will see that a new transition

appears between two metallic states: the pseudogap and a highly correlated metal. Our

analysis indicates that this emerging phase transition at finite doping shapes not only the

normal-state phase diagram, as we outlined in Chapter 2, but also the complex structure of

the superconducting condensate.
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5.2. MODEL AND METHOD

The competition at finite temperature with antiferromagnetism studied at T = 0 in pre-

vious works [183–185] is a subject we will pursue in future works.

This chapter is organised as follows: we will begin in Section 5.2 by introducing the method-

ology used in this chapter, then, in Section 5.3, we will consider the properties of the normal

state, extending the results presented in Chapter 4 to finite doping. In Section 5.4, we will

discuss the behaviour of the phase diagram for various regimes of the parameters, in the pres-

ence of superconductivity. Finally, we will demonstrate that the features of the physics of the

superconducting state are an phenomenon intertwined with the physics of the normal state.

To do this we will conduct an analysis of: the superconducting order parameter in Section

5.5, the scattering rate of the normal state in Section 5.6, and the condensation energy of

the system in Section 5.7. To conclude, in Section 5.8, we will investigate how a finite next-

nearest-neighbour hopping affects the system, revealing that the results of our analysis do not

change in the presence of such a frustration.

5.2 Model and Method

For completeness, let us recall the basic notions on the method as examined in Chapter 3 with

some additional information about the study of the d-wave superconductivity.

We consider the two-dimensional Hubbard model on a square lattice, Eq. 3.2, neglecting

the second-neighbour hopping necessary to capture the correct Fermi surface, in order to

minimise the Monte-Carlo sign-problem. This choice does not alter our main findings, as we

will show in Section 5.8. The lattice spacing, Planck’s constant, Boltzmann’s constant and t

are taken as unity. Antiferromagnetism is overemphasised because of the absence of frustration

but since we do not allow this phase, by imposing that solution for both spins are the same,

we expect that the qualitative results are robust. We solve this model using the Cellular

Dynamical Mean-Field Theory covered in Section 3.4 on a 2×2 plaquette immersed in an

infinite, self-consistent bath of non-interacting electrons. Since, in order to have a doped Mott

insulator, we focus on large values of the interaction U , the best method to solve the impurity

problem is the Hybridisation Expansion Continuous-Time Quantum Monte Carlo method of

Section 3.5. Alternative quantum Monte Carlo methods [26] suffer a larger sign problem

when studying the strong interaction regime. Improvements to speed up the calculations are
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implemented by the use of two novel algorithms: a fast rejection algorithm with skip-list data

structure [27] and, as discussed in Section 4.2.2, "4-operator updates" that are necessary to

guarantee ergodicity [167].

Let us first consider the normal state. Then we will discuss the superconducting phase

diagram and the features that determine its shape.

5.3 Pseudogap to Correlated Metal Transition in the Normal

State

Fig. 5.1 summarises the principal findings of Refs. [29–32] that we confirm extensively, in

unexplored parametric regimes, in the rest of the chapter.

The analysis of the normal state reveals the existence of a metal to metal transition upon

doping a Mott insulator state, i.e.when the interaction U > UMIT [29–32]. In this case, the

average occupation n as a function of the chemical potential µ is characterised by a plateau

before reaching finite doping δ = 1−n. When this happens the system becomes metallic, and

it exhibits a metastable region of coexistence of two metallic solutions across a pseudogap to

correlated metal first-order transition, as shown by the red shaded area in Fig. 5.1, panel (a)

and discussed in Refs. [29–32]. This transition culminates in a second-order critical endpoint

(δp, Tp) ≈ (0.045, 1/65). In Fig. 5.1 panel (b) we plotted the doping as a function of the

chemical potential µ at fixed values of the temperature. Here we can observe jumps in the

doping for curves with T < Tp, these isothermal hysteresis loops define the boundaries of the

coexistence region. On the other hand, for T > Tp there is no discontinuity in the doping

and only one normal-state phase exists. Despite this, there survives a supercritical behaviour

detectable in many dynamical, thermodynamical, and transport quantities as displayed in

Figs. 5.1, panels (b,c,e,g,i). The functions of the second-order, which are diverging at the

critical endpoint, can present a local maximum for T > Tp. The loci of these maxima for each

function eventually join forming a line, by asymptotically approaching the critical endpoint.

This line, introduced to explain the properties of the phase diagram of the water, is called

a Widom line TW [33] and we determined it through study of the maxima of the charge
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Figure 5.1: Panel (a): the temperature as a function of doping in the normal state phase diagram for U/t = 6.2
obtained by CDMFT. In the other panels, the horizontal and vertical shaded lines indicate the values of the
temperature, and the doping of the observables, respectively. The extrapolations to T = 0 are provided just as
a guide for the eye. Panel (b): the doping as a function of the chemical potential, for a range of temperatures
as indicated in the legend. Panel (c): the charge compressibility as a function of the doping at T/t = 1/60.
Panel (d): the density of states at the Fermi energy as a function of the temperature, at δ = 0.02 in green and
δ = 0.08 in dark blue. Panel (e): the derivative of the density of states at the Fermi energy with respect to the
chemical potential, plotted as a function of the doping at T/t = 1/60. Panel (f): the spin susceptibility at the
Fermi energy as a function of the temperature, at δ = 0.02 in green and δ = 0.08 in dark blue. Panel (g): the
derivative of the spin susceptibility at the Fermi energy with respect to the chemical potential, as a function
of the doping at T/t = 1/60. Panel (h): c-axis resistivity at the Fermi energy as a function of temperature, at
δ = 0.02 in green and δ = 0.08 in dark blue. Panel (i): derivative of the c-axis resistivity at the Fermi energy
with respect to the chemical potential as a function of doping at T/t = 1/60. Data is taken from Refs. [29–32].

compressibility max|µκ [31], with

κ = 1/n2(dn/dµ)T . (5.1)

Fig. 5.1 panel (c) shows a semilogarithmic plot of κ as a function of the doping at T/t = 1/60

highlighting the position of the local maximum of κ with a filled dot. Charting this maximum

for all isothermal maxima of the charge compressibility leads to the Widom line with red
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triangles of Fig. 5.1 panel (a). The Widom line also rules the crossovers of other observables:

the local density of states at the Fermi level N (ω = 0) [31], the spin susceptibility χ [31], the c-

axis DC conductivity σc [32], all show inflection points as a function of µ. Their derivative with

respect to µ are shown in Fig. 5.1 panels (e,g,i) respectively. Furthermore, by considering the

response functions at fixed doping as a function of the temperature, we see in Fig. 5.1 panels

(d,f,h) different behaviour at low or high doping. ALthough for latter we observe monotonic

behaviour for the temperature dependence of N (0), χ and the c-axis resistivity ρc = 1/σc, this

changes for δ < δp. In this case we estimate the onset temperature of the pseudogap T ∗(δ) by

tracing the position of their maxima or minima. Now we are ready to analyse what happens

to this scenario once we consider the superconducting phase.

5.4 Superconducting Dome

In order to study the superconducting state it is useful to introduce the cluster Nambu Green

function [186] in the cluster momentum basis:

GK(τ) =

 GK↑(τ) FK(τ)

F †K(τ) −G−K↓(−τ)

 , (5.2)

where FK(τ) is the anomalous Green function, which in presence of d-wave superconductiv-

ity has only a non-zero component: F(0,π)(τ) = −F(π,0)(−τ) ≡ c(π,0)↑(τ)c−(π,0)↓(τ). This

anomalous Green function defines the superconducting order parameter:

Φ ≡ 〈Tc(π,0)↑(τ)c(−π,0)↓(τ)〉, (5.3)

namely the superconducting phase is defined by the loci where |Φ| 6= 0 and is delimited by

T dc , where the d reminds us that this is the dynamical mean-field temperature. The boundary,

T dc , is drawn from the mean of the two temperatures where Φ is greater than a cut-off value

to where it is smaller (here this value is |Φ|=0.002).

Although, in agreement with the Bogoliubov-Hohenberg-Mermin-Wagner theorem [108–

111], at a finite temperature, in two dimensions, no continuous symmetry breaking is allowed,

T dc is the temperature below which we have Cooper pair formation within the cluster size [187].
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In the interest of completeness, we are going to discuss the phase diagram at half-filling in

order to extend the picture of the previous chapter once we allow d-wave superconductivity.

Then we will enter into the core part of this chapter by exploring what happens upon doping

a Mott insulator.

5.4.1 Half-Filling

The d-wave superconductivity emerges at half-filling and at finite doping in the metallic state

near to the Mott insulator [159,183–185,187–195]. In Figure 5.2 we chart the superconducting

state in the U − T plane at half-filling.
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Figure 5.2: d-wave superconducting phase obtained by the plaquette CDMFT solution of the two-dimensional
Hubbard model. We explore the T − U space by taking cuts at half-filling as a function of U and T . The
line with blue filled circles draws T dc , the loci below which we are in presence of superconductivity, i.e. the
d-wave order parameter Φ is nonzero. Colour encodes the magnitude of |Φ| by interpolation of the data of
Fig. 5.8. On the right vertical axis, we evaluated the temperature in Kelvin by using t = 0.35eV. The red
shaded area shows the coexistence region across the first-order Mott metal-insulator transition, obtained from
the hysteretic evolution of the double occupancy as a function of the interaction U [187].

Despite the fact that long wavelength thermal or quantum fluctuations [196] of compet-

ing long-range order [103] can diminish the actual Tc, the pairing mechanism through long

wavelength antiferromagnetic fluctuations [197] can increase it. Nevertheless, T dc still has va-

lidity as a useful quantity for establishing the place where the Mott physics and short-range

correlations produce pairing. At half-filling, T dc drops discontinuously to zero following, or in

proximity to, the first-order Mott metal-insulator transition. This was shown in the red shaded

region in Fig. 5.2 and also discussed in Chapter 4. At weak interaction, superconductivity

rises in the metallic state and survives in the coexistence region to then disappear in the Mott

insulator, as shown in Fig. 5.2.
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5.4.2 Doping the System

In Fig. 5.3 we can observe the T − δ phase diagram when we dope a metallic solution U =

5.6 < UMIT. In this case, we observe that both the magnitude of the order parameter and T dc

are decreasing with increasing doping. This behaviour completely differs from when we dope

a state for U > UMIT. Indeed, as discussed in Chapter 2, the most interesting parametric
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Figure 5.3: The T − δ phase diagram of the superconducting state for U = 5.6 < UMIT. The line with blue
filled circles draws T dc , the loci below which we are in presence of superconductivity, i.e. the superconducting
order parameter Φ is nonzero. Colour encodes the magnitude of |Φ| by interpolation of the data of Fig. 5.8.
The loci of Φmax(δ) are shown by the line of blue triangles. On the right vertical axis we convert temperature
to Kelvin by using t = 0.35eV.

regime to describe the cuprates arises upon doping a Mott insulator state. This is the reason

for which, in this Chapter, we will mainly focus our investigation on this regime.
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Figure 5.4: The T − δ phase diagram of the superconducting state for increasing values of the interaction
U = 6.2, 7.0, 9.0, 12.0, 16.0 in panels (a), (b), (c), (d), and (e) respectively. The line of blue filled circles draws
T dc , the loci below which we are in presence of Superconductivity, i.e. the superconducting order parameter Φ
is nonzero. Colour encodes the magnitude of |Φ| (see Fig. 5.8 for Φ(U) and Φ(δ) curves at different T ). The
loci of Φmax(δ) are indicated with blue triangles. On the right vertical axis we convert temperature to Kelvin
by using t = 0.35eV.

Upon doping a Mott insulator state, T dc forms a highly asymmetric dome-like shape. It
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rises steeply at small doping, reaching its maximum at the optimal doping δopt and then it

falls more gently with increasing doping, as exhibited by Fig. 5.4. In previous works [167,187]

the question as to whether or not the insulating state was separated via a first-order transition

from the superconducting phase was left open. Our results resolve this doubt. T dc (δ) drops

near δ = 0, so there is no trace of such a first-order transition. In the U − δ−T space, Tmax
c of
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δ
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Figure 5.5: Characteristic dopings in the U − T plane: black circles describe the optimal doping δopt, blue
triangles the position of the maximum order parameter δΦmax for T/t = 1/100, and green circles the largest
doping at which superconductivity disappears for the lowest temperature studied δmax, in this case T/t = 1/100.

T dc appears to be at finite optimal doping, just above UMIT. By increasing the interaction U ,

we confirmed that T dc (δ) scales with the super-exchange energy J = 4t2/U for large enough

U [185,198], thereby reducing Tmax
c . As shown in Fig. 5.5, we can observe that δopt is located

at δ = 0 for U < UMIT to then stabilise around δ ≈ 0.04 for large U .

As a benchmark, it is interesting to note that the range of doping in which we are in the

presence of superconductivity at the lowest temperature [167] is consistent with that obtained

with CDMFT at T = 0 [185], as displayed in the left side panels of Fig. 5.6. Nevertheless as

illustrated in the right side panels of Fig. 5.6 in Fig. 5.7, Dynamical Cluster Approximation

(DCA) results on larger clusters up to 16 sites [194] show an asymmetric superconducting dome

with a sudden drop of T dc with decreasing δ, similarly to our case. However, the increased

accuracy in the momentum space leads to a dome for Tc that begins at a higher doping than

ours.
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Figure 5.6: On the left: panel (a): d-wave order parameter ψ as a function of the filling n = 1− δ for several
values of the interaction U computed with CDMFT at T = 0 using Exact Diagonalization Technique as the
impurity solver [199]. (b) As (a), but with the vertical axis divided by the super-exchange energy J . Figure
taken from Ref. [185]. On the right: d-wave order parameter 〈cc〉 as a function of filling n for U/t = 6.5
for several values of the inverse temperature, computed with 8-site Dynamical Cluster Approximation using
Continuous Time Auxiliary Field Quantum Monte Carlo as the impurity solver. Inset: scaling of the critical
filling, i.e. the lowest value of the occupation that is superconducting for isothermal scans, computed for several
temperatures. Figure taken from Ref. [194].

Figure 5.7: Phase diagram of the two-dimensional Hubbard model in the interaction U versus doping x
plane, computed with 4-site (left upper panel), 16-site (left lower panel), and 8-site (right panel) Dynamical
Cluster Approximation, using Continuous Time Auxiliary Field Quantum Monte Carlo as the impurity solver
at temperature T = 1/40. The dashed line indicates the location of the normal state pseudogap onset. The
circles in the red shaded area and the diamonds in the light blue shaded area display the superconducting
region and the pseudogap respectively; whereas the black squares represent the Fermi liquid phase. The Mott
insulator states of the undoped system are drawn with a heavy, dark green, solid line. Figure taken from
Ref. [194].
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5.5 Superconducting Order Parameter
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Figure 5.8: The superconducting order parameter |Φ| as a function of the interaction U in panel (a) and as a
function of the doping δ for U = 5.6, 6.2, 7.0, 9.0, 12.0, 16.0 in panels (b) through to (g). The data is shown
for isothermal scans of several different temperatures: with green diamonds for T/t = 1/25, with blue squares
for T/t = 1/32, with red triangles for T/t = 1/50, and with black circles for T/t = 1/100. By interpolation of
these curves we obtained the colour map in Figs. 5.2, 5.3, and 5.4. The optimal doping δopt is indicated with
the dashed vertical black line in each panel.

The analysis of the superconducting order parameter Φ, whose magnitude is colour-coded

in Fig. 5.4 (the raw data is in Fig. 5.8), helps in understanding the superconducting shape.

While Tmax
c occurs at finite doping, the overall maximum Φmax is found at half-filling close

to the Mott insulator. However, as a function of doping, for U > UMIT, Φ forms a dome-like

shape with a maximum at δΦmax . At our lowest temperature, δΦmax increases with incrementing

U , until it saturates around δ ≈ 0.11 [185] for large values of U . It is interesting to notice

the discrepancy of the value of δΦmax at our lowest temperature with δopt, i.e. the doping

that optimises T dc . This demonstrates a peculiar difference with the conventional s-wave

superconductivity where Tc(δ) scales with Φ(δ, T → 0). Instead, the maximum of the order

parameter as a function of doping at constant temperature in the δ − T plane Φmax(δ) has a

negatively sloped line that divides the superconducting dome into two regions. We can then

argue that the sharp asymmetry of the superconducting dome is due to this negatively sloped

line, which is intimately linked to the underlying first-order pseudogap to correlated metal

transition of the normal state, as we will discuss below.

5.6 Superconductivity and Pseudogap

In this section, we will discuss how and to what extent the physics of the normal state influences

that of high-temperature superconductivity. As examined in Section 5.3, for U > UMIT, small
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δ, and at low T a state with strong singlet correlations appears thanks to the strong interaction

U and the emergent super-exchange J . The properties of this phase are those of the pseudogap

phase [31].
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Figure 5.9: Temperature versus hole doping phase diagram for U/t = 6.2, 7, and 9, respectively. The line
of blue filled circles outlines T dc . The red shaded area in (a) shows the hidden coexistence region across the
first-order pseudogap to correlated metal transition obtained from the hysteretic evolution of the doping as
a function of chemical potential µ. This region terminates in a second-order critical point at (Tp, δp) leaving
a supercritical signature for T > Tp encoded in the Widom line TW (line of orange circles), the loci of the
maxima of the charge compressibility as a function of δ at constant T [32]. The line of blue triangles outlines the
maximum of the superconducting order parameter as a function of doping at constant temperature Φmax(δ),
and it is close to the values of TW for the underlying normal state. The magnitude of the scattering rate Γ,
estimated from the zero-frequency extrapolation of the imaginary part of the (π, 0) component of the cluster
self-energy [29,30], is colour-coded. Panels (d), (e), (f): the difference in the kinetic, potential and total energies
between the superconducting and normal states are indicated with the blue, red and green lines respectively.
The full and dashed lines represent T/t = 1/50 and T/t = 1/100 respectively. The shaded bands give the
standard errors. The loci where the condensation energy reaches is minimum is shown with a line of green
filled squares. It follows TW (δ) and Φmax(δ).

T ∗(δ), the line of orange filled circles in Fig. 5.9, introduced in literature in Ref. [32] and

here in Section 5.3, indicates the onset of the drop in the spin susceptibility. Equivalently,

we can find a similar result using the onset for the fall in the density of states or in the

minima of the c-axis resistivity [32]. T ∗(δ) exists only up to a critical value of the doping

δ < δp, which is the doping for the critical endpoint (δp, Tp) of the first-order transition

that is visible in Fig. 5.9, panel (a). For larger values of U , this transition is no longer

visible at accessible temperatures. However its supercritical signature survives, suggesting

that it is still present [30]. In Fig. 5.9 we estimate this line as the loci of the maxima of the

isothermal electronic compressibility [29–31]. This choice is vindicated by the fact that also

other quantities, such as the local DOS at the Fermi energy, the spin susceptibility, and the

c-axis DC conductivity, present an inflection point at TW(δ) [32], as shown in Section 5.3.

Another important quantity to be linked with this transition is the anomalous scattering rate
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that it generates [29, 30]. This is shown in Fig. 5.9 where we colour-coded the normal state

scattering rate Γ and where we indicat,e with the blue open diamonds, its maximum Γmax.

Our definition of Γ is:

Γ = −ImΣ(π,0)(ω → 0), (5.4)

with Σ(π,0) the (π, 0) component of the cluster self-energy. This quantity can be physically

interpreted as the inverse of the lifetime of the quasiparticle excitations that in a Fermi liquid

at the Fermi surface goes to infinity. We can observe in Fig. 5.9, panel (a) that the dark
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Figure 5.10: Scattering rate Γ for U/t = 6.2, 7, 9 in the normal and superconducting states (full and dashed
lines, respectively). Data is presented as blue squares for temperature T/t = 1/32 , red triangles for T/t = 1/50,
and black circles for T/t = 1/100 . By interpolation of this data we obtain the colour map of Fig. 5.9. The
total maximum of the normal state scattering rate, Γ(δ)|T , is marked for each temperature by a solid symbol
and their loci is displayed with the solid white diamond line in Fig. 5.9. For finite doping δ > 0, there is
a maximum in the normal state Γ(δ)|T , that is near to the first-order transition between the pseudogap and
correlated metal for T < Tp (cf. U/t = 6.2 and T/t = 1/100) and in the supercritical region for T > Tp [29,30].
Upon increasing temperature, the value of Γ(δ)|T at its maximum increases as does its width in doping.

blue region where the magnitude of Γ is larger, beginning at the transition approaches the

Mott insulator well above T dc . Analysing the same quantity in the superconducting state, we

see that the large scattering rate drops upon entering the superconducting dome, as already

noticed in Refs [193,200] and shown in Fig.5.10.

The superconducting state hides the first-order transition, but the properties of the latter

shape the superconducting phase diagram:

(i) The isothermal maxima of the superconducting order parameter Φmax (line of blue filled

triangles in Fig. 5.9) is parallel to TW and Γmax. Hence the slope of the first-order

transition and its supercritical crossovers in the T − δ plane relate mutually with the

highly asymmetric shape of the superconducting dome.

(ii) The crossing of Γmax and the superconducting dome at approximately δopt leaves a region
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of anomalous scattering for T > T dc around this doping.

(iii) The existence of T ∗ is limited to doping smaller than δp only. Therefore, superconduc-

tivity and pseudogap are intertwined phenomena: superconductivity can emerge at fixed

temperature from a pseudogap phase below δp, or from a correlated metal above δp [187].

(iv) The source of condensation energy is also controlled by the normal state, as we are going

to discuss in the next section.

5.7 Condensation Energy

The superconducting free energy is lower than that of the normal state. The difference in

the energy of these two states at the ground state defines the condensation energy. The

origin of this quantity is unambiguously defined just for a given model [201, 202]. The s-

wave superconductivity in the BCS model emerges due to a reduction of the potential energy

that overcomes the kinetic energy gain caused by particle-hole mixing. On the other hand,

this picture is different in cuprates. Indeed, inelastic neutron scattering results suggest that

the superconducting state is stabilised by an increment in the super-exchange energy [203].

Moreover, ARPES [7] and optical data [80, 82, 85, 87] have suggested that in the underdoped

regime superconductivity is kinetic-energy driven [202–206].

We estimate the total condensation energy as:

∆Etot = ESC
tot − ENS

tot , (5.5)

the difference in the superconducting and normal state energies for our lowest temperatures,

where we expect to be close to the ground state. Let us explicitly demonstrate the formulas

used in order to evaluate the kinetic energy, then we will be able to comment on our findings.

5.7.1 Kinetic Energy in CDMFT within Hybridisation Expansion Impurity

Solver

The kinetic energy per site in DMFT, using as the impurity solver the Continuous-Time

Quantum Monte Carlo Hybridisation Expansion algorithm, is related to the average order of
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expansion of the impurity partition function in the hybridisation function between the impurity

and the bath 〈k〉, as demonstrated in Section 3.5:

E
(DMFT)
kin = −〈k〉

β
, (5.6)

with β the inverse temperature. The extension of this formula for the CDMFT case gives rise

to an additional contribution coming from the cluster. This term can be calculated from the

cluster density matrix. The kinetic energy per site reads

Ekin =
2

N

∑
i,j

∑
X,X′

tij
(
X−X′

) 〈
c†i (X) cj

(
X′
)〉
, (5.7)

where i, j label the position within the cluster, N is the number of sites, and X,X′ indicate

the position of the cluster. Summing over all positions and observing that the hopping matrix

tij (X−X′) is symmetric, there is no need to add the Hermitian conjugate. Using the definition

of the Green function we have:

Ekin =
T

N

∑
n

e−ıωn0−
∑
i,j

∑
X,X′

tij
(
X−X′

)
Gji

(
X′ −X; ıωn

)
. (5.8)

By applying a Fourier transformation to this expression on the position of the clusters, we

obtain:

Ekin =
2T

N

∑
n

e−ıωn0−
∑
i,j

∑
k̃

tij

(
k̃
)
Gji

(
k̃; ıωn

)
. (5.9)

By inserting the expression for the inverse of the lattice Green function, the hopping can be

rearranged as:

Ekin =
2T

N

∑
n

e−ıωn0−
∑
i,j

∑
k̃

[
ıωn + µ− Σij (ıωn)−Gij

(
k̃; ıωn

)−1
]
Gji

(
k̃; ıωn

)

=
2T

N

∑
n

e−ıωn0−

∑
i,j

∑
k̃

[
(ıωn + µ− Σij (ıωn))Gji

(
k̃; ıωn

)]
−
∑
i

∑
k̃

1

 . (5.10)
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By recalling that the self-consistency condition is given by:

Gimpji (ıωn) =
1

Nsr

∑
k̃

Gji

(
k̃; ıωn

)
, (5.11)

with Nsr = N/Nc, and Nc the cluster size (here Nc = 4), this last relation allows us to perform

the sum over k̃ and to write Ekin as

Ekin =
2T

Nc

∑
n

e−ıωn0−

∑
i,j

[
(ıωn + µ− Σij (ıωn))Gimpji (ıωn)

]
−
∑
i

1

 , (5.12)

where we have used the relation:
∑

k̃
= Nsr = N

Nc
. Inserting the expression for Gimpij (ıωn)−1,

one obtains:

Ekin =
2T

Nc

∑
n

e−ıωn0−

∑
i,j

[
(Gimpij (ıωn)−1 + timpij + ∆ij (ıωn))Gimpji (ıωn)

]
−
∑
i

1


=

2T

Nc

∑
n

e−ıωn0−
∑
i,j

[
(timpij + ∆ij (ıωn))Gimpji (ıωn)

]
=

2T

Nc

∑
n

e−ıωn0−
∑
i,j

[
∆ij (ıωn)Gimpji (ıωn)

]
+

2T

Nc

∑
n

e−ıωn0−
∑
i,j

[
timpij Gimpji (ıωn)

]
.

The first term of this expression is linked to the expansion order, as demonstrated in Section

3.5, while the second contribution is:

2T

Nc

∑
n

e−ıωn0−
∑
i,j

[
timpij Gimpji (ıωn)

]
=

2T

Nc

∑
n

e−ıωn0−
∑
K

timpK GimpK (ıωn)

=
1

Nc

∑
K

timpK nimpK , (5.13)

where nimpK is the occupation of the cluster momentum K. Finally, the total kinetic energy is

given by:

Ekin = − 〈k〉
Ncβ

+
1

Nc

∑
K

timpK nimpK . (5.14)

This last equation serves to define

Ekin = E
(1)
kin + E

(2)
kin. (5.15)
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Figure 5.11: Contributions to the doping evolution for the spread of the kinetic energy between the super-
conducting and normal states at U/t = 6.2, 7, 9 on the left, central and right columns respectively. The full
and dashed lines are for T/t = 1/50 and T/t = 1/100 respectively. Top panels: difference in the total kinetic
energy ∆Ekin; Central panels: contribution from terms outside the cluster ∆E

(1)
kin; Bottom panels: contribution

from terms within the cluster ∆E
(2)
kin. We relate the sign change in ∆Ekin to the sign change in ∆E

(1)
kin. The

definitions of the various contributions are given by Eqs. 5.14 and 5.15.

In Fig. 5.11 we plot the difference in the kinetic energy of the superconducting and normal

states as a function of doping. It is interesting to note from the top panels of Fig. 5.11, that

the contribution to the kinetic energy outside the cluster E(1)
kin can change sign. On the other

hand, from the bottom panels of Fig. 5.11 we observe that the cluster contribution to the

kinetic energy E(2)
kin decreases in the superconducting state for all dopings.

5.7.2 Results

Now that we have discussed how to evaluate the potential and kinetic energies, we can finally

discuss the condensation energy of Eq. 5.5. Our results as a function of δ are plotted in Fig.
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Figure 5.12: The difference in kinetic, potential and total energies between the superconducting and normal
states are indicated with the blue, red and green lines respectively. The full and dashed lines are for T/t =
1/50, 1/100, respectively, and the shaded bands give the standard errors.

5.12 with the green line for the total energy, the blue line for the kinetic energy ∆Ekin, and the

116



CHAPTER 5. DOPING THE SYSTEM: AN ORGANISING PRINCIPLE FOR STRONGLY
CORRELATED SUPERCONDUCTIVITY

red line for the potential energy ∆Epot. The value of the net condensation energy is negative, as

anticipated. Observing ∆Ekin(δ) and ∆Epot(δ), we have two sharply distinguishable features:

(i) They have a non monotonic behaviour.

(ii) They can exhibit a sign change.

Furthermore, as shown for U = 6.2, 7, in Figs. 5.12, panel (a) and (b), the pairing mechanism

changes from being kinetic-energy driven at small doping to being potential-energy driven, as

in the BCS theory, at large doping. When U ≥ 9, Fig. 5.12, panel (c), superconductivity

is always driven by the kinetic energy, even though we can have a negative value of ∆Epot.

Although the change of sign of ∆Ekin, depending on T and U , has already been highlighted

in other investigations [85, 195, 207], this behaviour remained a puzzle until now. To better

Figure 5.13: On the top the kinetic and on the bottom the potential energies of the normal (black diamonds)
and superconducting (white squares) states as a function of temperature for low doping δ = 0.05 and high
doping δ = 0.20 in the left and right panels respectively. The value of Tc is displayed with the vertical dotted
lines. Figure taken from Ref. [207] where the Dynamical cluster approximation was employed, for a cluster of
4 sites, using Quantum Monte Carlo method as impurity solver.

understand this, we show the results from Ref. [207] in Fig 5.13. We can observe from these

plots of the kinetic and potential energies at fixed doping as a function of the temperature

that, contrary to the BCS theory, here the kinetic energy of the superconducting state is

always lower than that of the normal state. On the other hand, the potential energy is almost

the same in both phases. This indicates that the pairing mechanism is mediated by a loss

in the kinetic energy. On the other hand, a different scenario is presented in Fig 5.14 where

we show the results from Ref. [195]. Here we can see the difference in kinetic, potential and

total energies as a function of doping. Here, similarly to what we saw in Fig. 5.12, panels (a)

117



5.7. CONDENSATION ENERGY

Figure 5.14: The difference between the superconducting and normal states in the kinetic, potential, and
total energies indicated with the lines of black dots, red squares and blue triangles, respectively, at T/t = 1/60
as a function of the occupation n = 1− δ. The figure was taken from Ref. [195], where the Dynamical Cluster
Approximation for a cluster of 8 sites was employed, using Continuous Time Auxiliary-Field Monte Carlo
algorithm as impurity solver [208].

and (b), we can observe a change of the driving mechanism upon increasing doping. We move

from a kinetic to a potential energy driven mechanism at small or large doping respectively.

Our comparative study for several values of the interaction produces a unified picture of

these apparently paradoxical results. The locus of the maxima of the condensation energy for

isothermal scans as a function of the doping, min∆Etot (plotted with green squares in Fig.

5.9), lies on top of the isothermal maximum of the order parameter Φ(δ). Consequently, this

demonstrates that min∆Etot correlates with the underlying phase transition in the normal

state and its supercritical features. Since the sign change for the potential and kinetic compo-

nents of the condensation energy takes place in proximity to min∆Etot for all interactions that

we have investigated, this sign change is also intertwined with the normal state properties.

5.7.3 Source of the Condensation Energy

In the strong interaction regime, the ratio between the potential energy and the kinetic energy

gain approaches −1/2 in the underdoped region, as shown in Fig. 5.15, where we have plotted

such a ratio for increasing values of the interaction. This term scales with the super-exchange

energy J in the strong U limit [152]. The hopping of holes described by the term in the t− J
model, introduced in Eq. 3.4, does not appear to influence the energy gain significantly. More-

over, the divergences are the result of the zero crossings of either the kinetic or the potential

energy differences. The value −1/2 for this ratio is expected when the super-exchange energy
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Figure 5.15: Ratio between the potential energy and the kinetic energy gain upon entering the supercon-
ducting state in the underdoped region. Red triangles are used for temperature T/t = 1/50 and black circles
for T/t = 1/100 . The horizontal dashed line shows the value −1/2 expected from the super-exchange energy
proportional to J .

J [152] drives superconductivity [198]. Upon increasing the interaction U , the importance of

J is also observed in:

(i) the reduction of the maximum Tc,

(ii) the magnitude of the individual kinetic and potential energy contributions to condensa-

tion energy,

(iii) the maximum value of the order parameter in the ground state [183–185,190].

The BCS-like potential driving mechanism that characterises the over-doped regime for U =

6.2, 7 is most probably a consequence of the weak-coupling, long-wavelength, antiferromagnetic

spin-wave pairing mechanism [209], but the result of the self-consistent rearrangement of the

spin-fluctuation spectrum in the superconducting state needs further investigation.

5.8 Effect of the Frustration on the System

A system is frustrated when the geometric properties of a crystal lattice in the presence of

conflicting atomic forces prevent simultaneous minimisation of all interaction energies at a

given lattice point [210]. In the context of the 2 dimensional Hubbard model this situation

can be studied by employing a finite next-nearest-neighbour hopping t′.
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In this section, we will briefly discuss the effect of such a finite value of t′ on our scenario.

As previously stated our scenario does not seem to be affected by t′, vindicating our choice

to not take it into account in our calculations. The frustration of the system moves the value

Figure 5.16: Phase diagram of 2D Hubbard model calculated within CDMFT solved using Exact Diagonal-
ization algorithm for 2x2 clusters. At large hole or electron doping, there is a Fermi-liquid phase that becomes
a non Fermi-liquid phase upon decreasing the doping. The symbols for U = 1.5 and U = 2.5 indicate the ap-
proximate critical doping δc for t′ = −0.075 shown as solid red circles and for t′ = 0 represented by empty blue
circles. At δ = 0, the vertical line represents the Mott insulating phase at half-filling. The critical U indicated
by X is about 1.4 for t′ = 0 and t′ = −0.075. Finally, with the long-dashed green line, the approximate lower
bound of the non Fermi-liquid domain is indicated. Figure taken from Ref. [211].

at which the first-order transition occurs to larger doping, as suggested by Ref. [211] (see Fig.

5.16). Moreover, at U = 0, the Van Hove singularity is moved to finite doping by frustration of

the system via next-nearest-neighbour hopping t′. Such an effect should fade at very large U .

Due to this, and the fact that the sign problem is less severe at t′ = 0, the results presented here

are mostly for t′ = 0. We performed additional calculations for t′ = −0.1 at U = 6.0, which, as

shown in Fig. 5.17, is larger than the critical value of the interaction for the Mott transition at

n = 1. Our qualitative conclusions concerning the organising principle of the phase diagram

are unchanged. We still can observe a dome-like shape for T dc , with a maximum that correlates

with maxΓ. The loci of the isothermal maxima of the order parameter is almost on top of the

minima of the isothermal condensation energy, and they are in close proximity to the Widom

line of the pseudogap-correlated metal transition.
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Figure 5.17: Same as Fig. 5.9, but for U = 6.0t and t′ = −0.10. All conclusions remain unchanged with a
finite t′. T dc still has an asymmetric dome-like shape, with a maximum that is linked to maxΓ. Φmax(δ), TW ,
and min∆Etot appear to be correlated with each other.

5.9 Conclusion

We have discussed a detailed analysis for the superconducting and normal state of the 2D

Hubbard model in the doped Mott insulator regime using CDMFT. In the previous chapter

we have seen that the physics of the normal state is governed by the Mott insulating transi-

tion at half-filling, here we have analysed the fate of such a transition upon doping a Mott

insulator state. We confirm, for a broader parametric regime, the conclusion of previous in-

vestigations [29–32], upon doping a Mott insulator state the phase diagram is characterised

by the occurrence of a pseudogap to correlated metal transition. Moreover, the supercritical

behaviour of such a transition is determined by sharp crossovers in many response functions.

By analysing the features of the d-wave superconductivity, we have demonstrated that these

crossovers are acting as organising principle for the shape and the properties of this broken

symmetry phase. Indeed, the maximum of T dc , and the loci of the isothermal minima of the

condensation energy and maxima of the order parameter all correlate with the crossover lines
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of the underlying normal state that is hidden under the superconducting dome [36]. Pseudogap

and superconductivity are intertwined phenomena, governed by Mott physics and short-range

correlations.

From an experimental perspective, a possible way to observe the normal state transition

would be to simultaneously suppress the superconductivity via strong magnetic field and

the charge density wave via high pressure. Alternatively, ultracold atoms in optical lattices

provide a challenging but promising platform with which to test these results in a controlled

enviroment [212–222]. In analogy with what is observed for the half-filled Mott transition in

layered organics [35,36,223–227], we speculate that the large compressibility in the underlying

normal state can produce sound anomalies in the supercritical regime.
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Chapter 6

Pseudogap and Superconductivity in

Two-Dimensional Doped

Charge-Transfer Insulators

6.1 Introduction

The work presented in this chapter is based on Ref. [37].

In order to explain the cuprates, we have already argued in Chapter 3 that we must

understand the physics of a square lattice made of CuO2 unit cells where electrons on copper

interact strongly. In Chapters 4 and 5 our strategy was to study the case of a single orbital per

unit-cell with an on-site repulsion, i.e. the two-dimensional Hubbard model, the simplest model

able to capture the essential phenomenology of these strongly correlated compounds [153,228].

We have seen how in this model the physics of the antiferromagnetic and superconducting

states are both intertwined phenomena with the underlying normal state, organised by the

Mott physics.

The Emery model that includes three orbitals per CuO2 unit cell [3,4], appears to be more

realistic, as discussed at the end of Chapter 3. The necessity of this model is demonstrated by

numerous experiments that show that doped holes are found on oxygens [60]. Since electron-

electron repulsion is strong only on the Cu site, one may think that electrons can travel to

the weakly interacting oxygen sites, avoiding repulsion. This is not the case [10]. The ability
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to delocalise on oxygen allows electrons to feel a much weaker effective interaction but, at

one-hole per unit-cell and strong enough repulsion on copper, one obtains a charge-transfer

insulator [10]. It is this kind of interaction-driven insulator of the three-orbital model that

becomes a high-temperature superconductor upon doping. Hence this is the model that we

are going to study in this chapter.

Previous single-site DMFT calculations [229–237] provided important insight into the phase

diagram of this model. However, the inclusion of short-range correlations is still a formidable

theoretical problem. Despite pioneering investigations using cluster methods [238–241], the

precise form of the temperature-doping (T -δ) phase diagram is largely unexplored and several

of its key aspects are uncertain. Notably, as we can see from the following summary of the

results of Refs. [239–241], the finite temperature behaviour of the metal to charge-transfer

insulator transition driven by hole doping is unknown.

Figure 6.1: The electron doping x (green line) and the antiferromagnetic mAF, and superconducting mSC

order parameters (red and blue lines, respectively) as a function of the chemical potential µh of the Emery
model at T = 0 solved using Variational Cluster Approach [242]. Figure taken from Ref. [239].

In Ref. [239], an analysis at T = 0 of the Emery model is carried out in the hole and the

electron doped regime by using variational cluster method [242] and by comparing the order

parameters of the antiferromagnetic and superconducting states in these two regimes. Their

phase diagram reveals a mixed AF + SC phase at low doping that, upon increasing doping,

evolves in a pure SC phase accompanied by phase separation. This result is displayed in Fig.

6.1, where the electron doping x (green line), and the order parameters for the superconducting

and antiferromagnetic phases (blue and red lines respectively) are plotted as a function of the

chemical potential µh. This is the first time that the d-wave superconducting phase was

examined on the three band Hubbard model. A subject that we will also pursue in this

chapter.
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Figure 6.2: Optimal magnitude of the superconducting order parameter, ∆max, as a function of the charge-
transfer energy εd − εp for the Emery model at T = 0 solved by using Exact Diagonalization [199]. The blue
shaded area represents the parametric regime characteristic of the LSCO family. Figure taken from Ref. [240].

In Ref. [240], the Emery model is addressed with Cluster Dynamical Mean-Field Theory

using finite temperature Exact Diagonalization as the impurity solver [199]. This work is

mainly focused on the role of the variation in the charge-transfer energy that appears to

largely account for the phenomenological trend of the optimal Tc. For example, a result is

exhibited in Fig. 6.2 where the maximum value of the superconducting order parameter ∆max

is plotted as a function of the charge-transfer energy εd−εp. The increase in this latter quantity

results in a decrease of ∆max.

Figure 6.3: Charge transfer gap ∆ρ as a function of copper occupancy Nd for various values of the interaction
U , the number of bath states Nb=9,12, and the number of lattice sites Nc = 1, 4. The horizontal black line
represents ∆ρ = 2 eV characteristic value of the parent compounds of cuprates. Here the Emery model at
T = 0 is solved by single- and four-site versions of the Dynamical Cluster Approximation implementation of
Dynamical Mean-Field Theory [25] with Configuration Interaction Approach as impurity solver [243]. Figure
taken from Ref. [241].

In Ref. [241], single- and four-site versions of the Dynamical Cluster Approximation at

T = 0 [25] have been employed. In Fig. 6.3 the charge transfer gap ∆ρ is plotted as a

function of the copper occupancy. Though the single-site calculations (Nc = 1) reveal the

existence of single phase, this changes in the cluster analysis with Nc = 4. In this latter
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case, by changing the copper occupation, two different slopes characterise the evolution of the

spectral gap ∆ρ. This reveals the existence of two distinct insulating states: the magnetically

correlated insulator, driven by inter-site correlations, and the strongly correlated insulator, in

which local physics suffices. By comparing the experimental feature of optical conductivity

of the cuprates with their data, it is argued that these compounds are in the magnetically

correlated Mott insulator regime.

These results are relevant for our analysis of the half-filled case at finite temperature.

In our work, in Section 6.3, using the methodology described in Section 6.2, we shall chart

the CDMFT solution of the T -Ud phase diagram. We will then concentrate on a parametric

regime able to highlight the features of a doped charge-transfer insulator in Section 6.4. In

Section 6.5 we shall analyse four possible phases of the model- namely, the charge-transfer

insulator, the pseudogap, the d-wave superconducting state, and the correlated metal, along

with their phase boundaries. We aim to establish if the basic phenomenology of cuprates,

discussed for the one-orbital model in Chapter 5, survives in the more realistic three-orbital

model. Moreover, we shall determine the redistribution of spectral weight, the location of

holes within the unit cell and which phenomena are independent of details such as the number

of orbitals per unit cell.

6.2 Model and Method

For completeness let us recall the basic notions on the method as examined in Chapters 3 and

5, introducing the parametric regime that we used for our calculation. We consider the three-

band Hamiltonian for copper 3dx2−y2 and oxygen 2px,2py orbitals. Ordering the corresponding

annihilation operators as (dkσ, px,kσ, py,kσ), where k is the wave-vector and σ the spin, the

non-interacting part of the Hamiltonian for the infinite lattice reads [244]:

h0(k) =


εd Vdpx Vdpy

V †dpx εp +Wpxpx Wpxpy

V †dpy W †pxpy εp +Wpypy

 , (6.1)

with Vdpx = tpd(1−eikx), Vdpy = tpd(1−eiky),Wpxpx = 2tpp(cos kx−1),Wpypy = 2tpp(cos ky−1)

and Wpxpy = tpp(1 − e−ikx)(1 − eiky). Here tpd (tpp) is the oxygen-copper (oxygen-oxygen)
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hopping amplitude and εd (εp) is the copper (oxygen) on-site energy. The copper-copper

distance and tpp are taken as unity. The non-interacting Hamiltonian h0 leads to the Fermi
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Figure 6.4: (a) Noninteracting Fermi surface for the model parameter : εp = 9, tpp = 1, tpd = 1.5, which
gives a total occupation ntot equal to five. (b) Non-interacting band structure for the same model parameters
along with the resulting total density of states. Colour corresponds to the d-character of the hybridised bands.
The band crossing the Fermi level has mostly oxygen-character.

surface observed experimentally in the overdoped regime of the cuprates Fig. 6.4. For the

interacting part, only the on-site repulsion on d-orbitals Ud is retained. Note that in doing the

Fourier transform to obtain Eq. (6.1), we fixed the same phase for all atoms within a given

unit cell.

Physically, band-structure calculations of Ref. [244] and previous DMFT works [229–241]

suggest the following range of parameters in cuprates: tpp ≈ 1.1 eV, tpd ∈ (1.3 − 1.6) eV,

|εp − εd| ∈ (3 − 5) eV, Ud ∈ (8 − 9) eV. Our choice of parameters (tpp = 1, tpd = 1.5) is

compatible with those values for tpp and tpd. However, we selected a larger value for the

charge-transfer energy |εp − εd| = 9, and, thus, a larger value of Ud to open a charge-transfer

gap. Indeed with our specific choice of parameters, in the limit Ud = 0 and tpd = 0, the d-levels

are just below the oxygen bands. A finite tpd then turns the d-levels into a band with mainly

d-character, and the conduction band still keeps mostly a p-character (see Fig. 6.4 and red

curves in Fig. 6.7). A smaller value of the charge-transfer energy |εp − εd| will increase the

mixed orbital character at the Fermi level.

We solve this model with Cellular Dynamical Mean-Field Theory, embedding a cluster of 12

lattice sites, with (Nd, Np) = (4, 8), in a self-consistent non-interacting bath, that acts as the

127



6.3. OPENING OF THE CHARGE TRANSFER GAP

missing lattice environment. The cluster plus bath impurity model is solved with Continuous-

Time Quantum Monte Carlo for the Hybridisation Expansion [26], as seen in Chapter 3.

6.3 Opening of the Charge Transfer Gap

The Zaanen-Sawatzky-Allen scheme [10] (ZSA), outlined in Fig. 6.5 shows the ground state

phase diagram of the Emery model when the total occupation is ntot = nd + 2np = 5 (one

hole per CuO2 unit). At small on-site interaction and charge-transfer energy ∆ = |εp− εd|, we

Figure 6.5: The Zaanen-Sawatzky-Allen scheme. This phase diagram shows how many possible phases are
controlled by the value of the ratio of the local copper interaction to the hybridisation energy, U

T
, as a function

of the ratio of charge to hybridisation energy, ∆
T

at zero temperature. Beginning from the top right side
we are in the presence of a Mott-Hubbard insulator, here indicated by (A). The energy gap of this state is
Egap ≈ U . By decreasing the magnitude of ∆, the state, after crossing an intermediate region of bound states
(AB), becomes a charge transfer insulator (B) with an energy gap Egap ≈ ∆. By lowering ∆ further, we find
a metallic state in the copper band, denoted (C), and a metallic state in the oxygen band, (D). Finally, with
(CD) or (C’D) we have an intermediate region between these two metallic states. Figure taken from Ref. [10].

are in the presence of a metallic state where the conducting band has a p-character (D in Fig.

6.5). This state evolves into another metallic state by increasing charge-transfer energy, but

this time the conducting band of the state has a d-character (C in Fig. 6.5). By increasing

the on-site interaction, we find a Mott insulator state with an energy gap Egap ≈ U (A in
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Fig. 6.5). By increasing the interaction, this state becomes a charge transfer insulator with

an energy gap Egap ≈ ∆ (B in Fig. 6.5).

Figure 6.6: Cartoon of the local density of states as a function of the energy: in panel (a) for the Mott-
Hubbard insulator and in panel (b) for the charge-transfer one, where the left side of each panel shows the
independent electron case of the Emery model U = 0 and the right side the correlated electron case for
U > UMIT. The DOS for the copper is displayed in dark grey and white, whereas that for the oxygen in
light grey. Depending on the interaction U and the charge-transfer energy ∆ = |εp − εd| we have two possible
insulator states. Figure taken from Ref. [245].

The local density of states as a function of the energy for the charge-transfer and the

Mott-Hubbard insulator is sketched in Fig. 6.6. When the interaction Ud is strong enough,

the copper band is split into two Hubbard bands due to the Mott transition. In this case,

the oxygen band can be located either between these two bands (charge-transfer insulator), if

∆ < Ud, or next to lower Hubbard band (Mott-Hubbard insulator), if ∆ > Ud. In this chapter

we will focus on the former case, that is the one widely believed to better characterise the

physics of the cuprates.

The local density of states (DOS), N (ω) = −1/πImG(ω), calculated for several values of

Ud for ntot = 5 (undoped system) and the inverse temperature β = 50, is plotted in Fig. 6.7

panel (a) (from left to right: total, projected DOS on the p- and d-orbitals). The upper red

curve represents the non-interacting case where, thanks to the hybridisation term tpd = 1.5, we

can observe a finite dispersion for the DOS that forms a narrow band centred at ω ≈ −11. Here

we choose εd = 0 and εp = 9 to set the system in the charge-transfer regime. Upon increasing
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Figure 6.7: Panel (a): the local density of states N (ω) at ntot = 5 and β = 50 for several values of Ud. From
left to right: total, projected N (ω) on the p- and d-orbitals. The zero of energy corresponds to the Fermi level.
Other model parameters are |εp − εd| = 9, tpp = 1 and tpd = 1.5. Panel (b): the double occupancy D as a
function of Ud at ntot = 5 for β = 25 (squares) and β = 50 (circles). Hysteresis region is shaded. Panel (c):
the T versus Ud phase diagram at ntot = 5. The first-order transition at finite Ud between a charge-transfer
insulator (CTI) and a correlated metal (CM) is computed by the jumps in the isothermal double occupancy
and it terminates in a critical endpoint of the second-order.

the copper interactions, the lower violet curve shows the dramatic effect of the correlations: an

interaction gap opens up, and the system becomes a charge-transfer insulator. In between these

two cases, the green and blue lines computed for the same value of Ud = 11.7, demonstrate

that the system can have coexistence of a metallic and an insulating solution, in analogy with

the Mott transition of the single Hubbard band seen in Chapter 4. This interaction-driven

transition between the metal and the charge-transfer insulator is first-order, as best shown in

the double occupancy D of the d-orbitals as a function of Ud in Fig. 6.7 panel (b). Here we

can appreciate that at low temperature D shows hysteresis loops between two solutions, with

sudden jumps at Ud,c1(T ) and Ud,c2(T ) where the insulating and metallic solutions disappear,

respectively. With further increasing temperature, these hysteresis loops stop at T = TMIT.

Using this information we can chart the transition on a temperature versus Ud phase diagram

in Fig. 6.7 panel (c). The correlated metal to charge-transfer insulator first-order transition

occurs within the coexistence region, bounded by the critical values of the interaction Ud,c1
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and Ud,c2 (open circles and squares, respectively), and terminates in a critical endpoint, where

dD/dUd diverges at Ud,MIT and TMIT. Our results extend, to finite temperature, the ones

previously obtained at T = 0 in Ref. [241].

6.4 Hole-Doping Driven Metal-Insulator Transition

After having seen that the effects of the interactions on the normal state of the undoped system

are similar to those of the Hubbard model in Section 4.3, we are now ready to explore the

hole-doping regime.
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Figure 6.8: Partial occupation nd (circles), np (triangles) versus δ = 5− ntot at β = 25 and Ud = 0, 12 (full
and open symbols, respectively). Model parameters are |εp − εd| = 9, tpp = 1 and tpd = 1.5.

In Fig. 6.8 the partial occupation of oxygen, in red, and copper, in black, is plotted as

a function of the hole doping δ = 5 − ntot at β = 25 for independent electrons Ud = 0 with

full symbols and for finite interaction Ud = 12 with open symbols. The comparison between

interacting and non-interacting curves in the undoped regime, δ = 0, establishes that the

electrons are transferred from copper to oxygen bands. By increasing doping we can appreciate

two different behaviours: the copper occupation nd is essentially doping-independent, while

that of the oxygens np decreases, this is expected and experimentally found in the charge-

transfer regime [60], where the holes mainly enter the oxygens.

In Fig. 6.9 the isothermal doping variation is displayed as a function of the chemical

potential for Ud = 12 and several temperatures. Also in this case δ(µ) shows a plateau at

δ(µ) = 0, revealing the onset of the incompressible charge-transfer insulator. By lowering
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Figure 6.9: Panel (a): the isothermal doping δ as a function of the chemical potential µ for Ud = 12 is plotted
for different temperatures. The plateau at δ(µ) = 0 is expected for the charge insulator state. As we decrease
the chemical potential at our lowest temperature we can see the appearance of hysteresis, that evolves in a
sigmoidal shape at higher temperature. Panel (b),(c) and (d): 2D projections of panel (a). Model parameters
are |εp − εd| = 9, tpp = 1 and tpd = 1.5.

µ until we obtain a compressible state, the isotherms δ(µ) evolve continuously, i.e. without

hysteresis. This demonstrates that at our lowest temperature the charge-transfer insulator

has a continuous transition in a compressible phase that, as we are going to discuss, has the

features indicative of a pseudogap. At larger doping, the discontinuity of the δ(µ) at low

temperature that evolves into in a sigmoidal shape upon heating the system, testifies to the

presence of a first-order transition between two compressible solutions: the pseudogap and

a correlated metal. It is interesting to note that (dδtot/dT )µ changes sign, from positive to

negative at small or large doping, respectively.

This transition culminates in a second-order critical endpoint (δp, Tp). Indeed some ther-

modynamic response functions such as the charge compressibility,

κ = 1/n2
tot(dntot/dµ)T , (6.2)

at (δp, Tp) diverge. By increasing the temperature T > Tp, this divergence is replaced by a

local maximum value, as shown for κ in Fig. 6.10, plotted as a function of the doping δ. This
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Figure 6.10: Panel (a): the isothermal charge compressibility κ as a function of the doping δ for Ud = 12
is plotted for different temperatures. κ diverges at the endpoint (δp, Tp) of the PG-CM first-order transition,
here manifesting a supercritical behaviour given by its local maximum marked with fill markers. Panel (b),(c)
and (d): 2D projections of panel (a). Model parameters are |εp − εd| = 9, tpp = 1 and tpd = 1.5.

is the same supercritical behaviour discussed in Section 5.3 for the 2D Hubbard model.
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Figure 6.11: Phase diagram of the interaction Ud as a function of the doping δ. The charge transfer insulator,
indicated by the green line, presents a continuous transition in the pseudogap, light blue shaded region. The
boundary between the charge transfer insulator and the correlated metal, red shaded region, at zero doping is
first-order. The first-order transition between the pseudogap and the correlated metal is drawn with the blue
line. When possible, we show the position δp of the endpoints, with the solid blue circles, otherwise the doping
of κmax at our lowest temperature, is marked with the open blue circles. Model parameters are |εp − εd| = 9,
tpp = 1 and tpd = 1.5.
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In Fig. 6.11 we show the Ud − δ phase diagram of the model. By tracking the position of

the critical endpoint δp as a function of Ud, we can see that the pseudogap to correlated metal

transition at finite doping is connected to the charge-transfer insulator to correlated metal

transition of the undoped case. Indeed, the position of the critical endpoint δp for Ud ' 11.6

begins at the metal to charge-transfer insulator transition at zero doping, and then moves to

larger doping as we diminish Ud and the temperature T .

6.5 Phase Diagram

In this section we will consider the interplay between superconductivity and normal state.

Before going into the features of the superconducting state, let us give a better characterisation

of the pseudogap. The normal-state properties investigated so far are summarised in the

temperature-doping phase diagram of Fig. 6.12 panel (a).

At zero doping, the thick green line represents the charge-transfer insulating phase sep-

arated from the pseudogap phase via a second-order transition. At low temperatures, upon

increasing doping, a first-order transition between a pseudogap and a correlated metallic state

is present. The red shaded region between the lines of red triangles represents a coexistence of

metastable solutions for these two phases. By increasing temperature, this transition culmi-

nates in a second-order critical point at (Tp, δp), where the thermodynamic response functions,

such as the charge compressibility κ of Eq. 6.2, diverge. The supercritical behaviour, for

T > Tp, only presents one phase, but the first-order transition generates a crossover region, at

which thermodynamic response functions show a maxima. The red line with circles tracks the

loci of the maxima of κ, computed in Fig. 6.10, and it represents our definition of the Widom

line TW . As discussed in Section 5.3, quite generally TW marks the border between different

dynamic behaviours [31,33]: the local DOS, evaluated as a function of the temperature at fixed

doping, goes through an inflexion point, the loci of such points is correlated with our TW , as

exhibited in Fig. 6.13. The onset of the drop in this quantity is the common definition for

the onset of the pseudogap T ∗ and occurs at a higher precursor temperature (see the line with

blue triangles and Fig. 6.13 panel (c)), in a qualitative agreement with the experiments [246].

The development of the pseudogap is characterised by the growth of inter-site self-energies,

namely by a strong momentum differentiation of the electronic lifetimes, as shown in Figs.
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Figure 6.12: Panel (a): the temperature as a function of the hole doping phase diagram of the Emery
model. Model parameters are |εp − εd| = 9, tpp = 1, tpd = 1.5 and Ud = 12. T dc , here the line of orange
squares, is defined as the line below which the superconducting order parameter is non-zero. By analysing
the behaviour of δ(µ) we establish three normal-state phases: the charge transfer insulator for the undoped
system, green line, that evolves into a pseudogap and then into a correlated metal at low temperature. Hidden
by the superconducting dome, these two latter phases present a first-order transition, line of red triangles,
that terminates in a second-order critical point at (δp, Tp), full circle. The loci of the isothermal maxima of
the charge compressibility κ defines the Widom line of this transition TW , open red circles. The line of blue
triangles marks the onset temperature for the pseudogap T ∗, computed as the drop of DOS at the Fermi
evaluated at fixed doping and as a function of the temperature. The normal-state scattering rate Γ at cluster
momentum K = (π, 0) is colour-coded in the picture, and its isothermal maxima at finite doping are depicted
with the line of green diamonds. Colour corresponds to the magnitude of the normal-state scattering rate
Γ at cluster momentum K = (π, 0). Green diamonds indicate the maximum of Γ(δ)|T at low T and δ > 0.
Panel (b): we plot the difference of the kinetic and the potential energy, lines of blue dots and red squares
respectively, between superconducting and normal state as a function of the doping δ at T = 1/64. The shaded
area represents the standard errors of these quantities.

6.14 and 6.15. The first-order transition at finite doping between pseudogap and correlated

metal, and its associated crossover, is the unifying feature of self-energy anisotropy. This can

be seen by the ridge of large scattering rate ΓK=(π,0), shown as the colour plot in Fig. 6.12

panel (a), emerging from δc1(T → 0) and bent toward the charge-transfer insulator (line with

green diamonds).

The Mott physics is often intertwined with that of broken symmetry states. Here we

confined our investigation to d-wave superconductivity, nevertheless we speculate on the pos-

sibility that a charge-density modulation can emerge along the charge-compressibility maxima
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Figure 6.13: Panel (a): the extrapolated zero-frequency value of the imaginary part of the total cluster Green
function -ImGR=(0,0)(ω → 0) is colour-coded as a function of the temperature and the hole doping. Line of
red squares shows TD, i.e. the locus of the inflection point of -ImGR=(0,0)(ω → 0) as a function of µ. For
comparison, TW , i.e. the locus of charge compressibility maxima, maxµκ, is indicated by the line of red circles,
see also Fig. 6.12. As the critical endpoint is approached, these lines become closer. Panel (b): the raw data
at fixed temperature as a function of hole doping. At the lowest temperature (β = 64), a discontinuity is
detectable at finite doping. Panel (c): the raw data at fixed doping as a function of temperature. The filled
symbols indicate the onset of T ∗.
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Figure 6.14: Panels (a), (b), (c): the extrapolated zero-frequency value of the imaginary part of the cluster
self-energy -ImΣK(ω → 0), with cluster momenta (0, 0), (0, π) and (π, π), is colour-coded as a function of the
temperature and the hole doping. (d) Raw data as a function of hole doping for β = 50. Panels (e), (f), (g),
(h): as in the top panels, but for the extrapolated zero-frequency value of the imaginary part of the cluster Cu
Green function -ImGdK(ω → 0).

TW . This is a subject that we will pursue in future works. The dynamical mean-field super-

conducting transition temperature T dc (orange line in Fig. 6.12 panel (a)) is defined as the

temperature below which the superconducting order parameter |φ|, defined in Eq. 5.3, is finite,

as shown in Fig. 6.16. In fact, T dc corresponds to the temperature below which Cooper pairs
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0 0.03 0.06 0.09
d

0

0.005

0.010

|F
|

b =48
b =50
b =64

Figure 6.16: Superconducting order parameter |φ| as a function of the doping δ for different inverse temper-
atures β. The superconducting region in the T -δ phase diagram of Fig. 6.12 is defined as the region where Φ
is nonzero.

develop within the cluster. The hidden pseudogap to correlated metal first-order transition

results in complex features of the superconducting state:

(a) The superconducting dome bounded by T dc (line of orange squares) has a highly asym-

metric dome-like shape in the T − δ phase diagram and its maximum is in close proximity

to the intercept of the isothermal maximum of Γ (line of green diamonds).

(b) The crossing of TW (line of red dots) and T dc indicates that the superconductivity and the

pseudogap are distinct but intertwined phenomena, governed by the Mott physics.

(c) As illustrated in Fig. 6.12 panel (b), where we plotted the difference of the kinetic (line
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of blue dots) and the potential energy (line of red squares) between the superconducting

and normal states as a function of the doping, the pairing is driven by kinetic or poten-

tial energy respectively at δ < δp or at δ > δp. This result is consistent with optical

measurements [82, 87].
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In order to define all the phases encountered is useful to look at the local DOS in Fig. 6.17

or, alternatively, for the entire spectrum Figs. 6.18, 6.19, 6.20, and 6.21. Beginning from the
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Figure 6.18: Full frequency spectrum of the DOS shown in 6.17 panel (a).

doping evolution of the N (ω) for the normal state solution in Figs. 6.17 panels (a-b), 6.18

and 6.19 for several temperatures above and below Tp, we can note that:
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Figure 6.19: Full frequency spectrum of the DOS shown in Fig. 6.17 panel (b).

(i) The undoped, N (ω) manifests a correlation gap typical of the charge-transfer type.

(ii) Upon increasing doping, as a consequence of electronic correlations, the spectral weight is

rearranged to present a pseudogap, namely a finite depression of spectral weight around

the Fermi level, ω = 0. This phase presents a marked Cu-character, fairly hybridised

with the O component [6,238]. Moreover, N (ω) reflects a large particle-hole asymmetry,

that qualitatively corroborates the experimental results [247].

(iii) For larger doping, we observe a reduction of the particle-hole asymmetry and the pseu-

dogap begins to fill up, eventually disappearing in favor of a broad peak at the Fermi

level.

The temperature evolution of N (ω) of the pseudogap, i.e. δ < δp, is displayed in Figs. 6.17

panel (c) and 6.20. These plots demonstrate that upon increasing the temperature the spectral

weight at the Fermi energy gradually grows, as expected from the experimental results [248].

Finally, the doping evolution N (ω) of the superconducting state is shown in Figs. 6.17 panel

(d) and 6.21. The presence of coherence peaks in Cu and O partial DOS establishes that the

Cooper pairs have a mixed d− p-character, reminiscent of "Zhang-Rice singlet” physics [6].

139



6.6. CONCLUSION AND DISCUSSION

�10 �5 0
w

oxygen

�10 �5 0
w

copper

�10 �5 0
w

b=80 SC

b=40

b=32

b=22

b=16

b=12

total

d ⇡ 0.02

Figure 6.20: Full frequency spectrum of the DOS shown in Fig. 6.17 panel (c).

�10 �5 0
w

oxygen

�10 �5 0
w

copper

�10 �5 0
w

d=0.008

d=0.027

d=0.041

d=0.064

d=0.067

d=0.07

b = 64
total

Figure 6.21: Full frequency spectrum of the DOS shown in Fig. 6.17 panel (d).

6.6 Conclusion and Discussion

In this chapter we have computed, by using the three-band Hubbard model solved with

CDMFT, the phase diagram of a hole-doped charge-transfer insulator. We demonstrated

that when doping the system the holes are mainly located on the oxygens, as expected in the

charge-transfer regime and found experimentally [60]. Our study of dynamic and thermody-

namic quantities also revealed the structure of both the normal and superconducting phases

and fingerprinted their organising principle as a normal-state first-order transition below the
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superconducting dome. Despite the many differences in the microscopic details, such as the

presence of oxygen and the different band structure, this transition is an analogue to the one

found in the single-band Hubbard model [29–32,36,187], analysed in Chapter 5.

This suggests that the emergent character of the phenomenon is caused by Mott physics

and the short-range correlations. Thus, this leads to the following conjecture [37]: a first-order

transition even when hidden by another phase, here superconductivity, can act as a general

organising principle of strongly-coupled matter. This is the case also in other Hubbard-like

models [35, 227, 249–252], and proves that the presence of the pseudogap and the d−wave
superconductivity does not strictly require the existence of an antiferromagnetic quantum

critical point [253].

In future investigations we shall also address the interplay of the normal state with other

broken-symmetry phases, such as charge density waves [254–256], or loop currents [257–262].
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Chapter 7

Conclusions and Perspectives

In this thesis we have performed a detailed analysis of the phase diagram of the two-dimensional

Hubbard and Emery models, using Cellular Dynamical Mean-Field Theory with Continuous-

Time Quantum Monte Carlo as the impurity solver. The physics of the normal state, governed

at zero doping by the Mott transition, has significant consequences also in the features of other

broken symmetry states, such as the antiferromagnetic and superconducting phases. In this

thesis we explored by which extent the properties of the normal state, even when masked from

the other phases, can organise the complex phase diagram of the cuprates.

In the initial study of the normal state in the half-filled Hubbard model, we have revealed

the Mott transition that appears to be a first-order transition culminating in a second-order

critical point between an insulating and a correlated metal phase. This transition at half-filling

is hidden below the antiferromagnetic phase, but the physical properties of the latter strongly

depend on it. There are, indeed, two mechanisms from which the antiferromagnetic phase

emerges:

(i) In the weak interaction regime, we have the Slater mechanism, i.e. the nesting of the

Fermi Energy causing the spins to antiferromagnetically order.

(ii) In the strong interaction regime, we have the Heisenberg mechanism, i.e. the antiferro-

magnetic state is stabilised by the super-exchange coupling.

In the first case, the Néel temperature grows as we increase the interaction, in the latter, it

gets suppressed. We highlighted sharp differences between these two regimes that appear to be
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organised by the underlying Mott transition and its supercritical behaviour. In particular, by

analysing the condensation energy, we established a nontrivial crossover between a potential

energy and a kinetic energy gain respectively in the Slater and Heisenberg regimes, contiguous

to the Widom line of the normal state, as discussed in Chapter 4 and Ref. [28].

The Mott physics, also, controls the hole-dope phase diagram. By doping a Mott in-

sulator dynamical, thermodynamical, and transport quantities show anomalous behaviour,

demonstrating the existence of a pseudogap to correlated metal transition. Also this transi-

tion manifests a first-order line that culminates in a second-order critical point, leaving a new

Widom line for higher temperatures [30–32]. The inspection of the properties of the d-wave

superconductivity indicates that the physics of this phase is strongly intertwined with the

normal state, as shown in a variety of parametric regimes in Chapter 5 and Ref. [36]. Upon

doping a Mott insulator, the superconductivity arises from the pseudogap state reaching the

maximum of Tc in concomitance with the maxima of the anomalous scattering rate of the

pseudogap. Moreover, our analysis demonstrates that the Widom line is correlated with the

maximum of the d-wave superconducting order parameter and the minimum of the condensa-

tion energy. A detailed analysis of the difference in the normal and superconducting potential

and kinetic energies for different interaction values revealed that:

(i) for U >> UMIT the super-exchange interaction drives superconductivity, with a gain in

the kinetic energy,

(ii) for U larger but closer to UMIT the over-doped regime has a potential energy growth,

similar to what it is expected in the BCS case.

Although previous investigations highlight such a behaviour [85,195,207], it is our analysis that

first unifies these scenarios linking them with the underlying physics of the normal state. Fur-

thermore, these results stand also in the presence of antagonistic effects of nearest-neighbour

repulsion, as shown in a recent collaboration, Ref. [252], which we did not include in this

thesis.

The examination of the Emery model demonstrates that our results are also robust under

inter-band interaction, as discussed in Chapter 6 and Ref. [37]. This work is the only one

present in literature [238–241] that compares normal and superconducting phases at finite

temperature in this model with CDMFT using Hybridisation expansion algorithm. At half-
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filling we explicitly found a metal to charge transfer insulator transition, as expected in our

parametric regime from the description of the Zaanen-Sawatzky-Allen scheme [10]. Upon

doping the charge transfer insulator, we found a crossover transition with a pseudogap state.

This state evolves, at low temperatures, in a correlated metal at higher doping via a first-order

transition that culminates in a second-order critical point and continues as a Widom line for

higher temperatures. Similarly to the Hubbard model case, the physics of the superconducting

phase is intertwined with that of the pseudogap, corroborating in this way our scenario that

the Mott physics acts as organising principle for the phase diagram of cuprates.

There are many perspectives to be developed in future studies. For instance, it will be

interesting to explore a detailed analysis of the unusual aspects of the antiferromagnetic phase

in juxtaposition with the superconducting and normal state.

In addition, further insight can be obtained analysing the antiferromagnetic phase in the

Emery model. This model is a natural playground to study new parametric regimes, in-

accessible with the Hubbard model, in the hope to gather a better understanding of the

superconducting phase, so to maximise the value of Tc at optimal doping.

From an experimental perspective, it would be worth to directly observe the pseudogap to

correlated metal transition, inhibited by the presence of the charge-order and the d-wave su-

perconductivity. We speculated that, by exposing to a high magnetic field and a high pressure

a sample of cuprate, we could directly observe the underlying normal state. Alternatively,

some evidence can be gathered due to the recent progress in cold atom physics. Ultracold

atoms in an optical lattice are starting to offer a new way to test the physics of the Hubbard

model. The Mott transition and its interplay with the antiferromagnetic state are beginning

to be tested [218–222]. Upon reaching a smaller temperature scale, than the ones currently

accessible, it will be possible also to study the features of the superconducting state and the

properties of the underlying normal state.
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Appendix A

Convergence of the Algorithms

In this appendix, we will briefly discuss the convergence of the CDMFT solutions for the 5

algorithms employed in this thesis.

A.1 Normal State of the Hubbard Model

In the case of the normal state study, we have systematically performed from 4 × 107 to 108

Monte Carlo sweeps per processor; averaged over 72 processors. When necessary, for example

close to phase transition boundaries, we may use up to 96 processors for each simulation. The

quantities presented are the result of the average of the last 20− 30 iterations, but hundreds

may be necessary close to phase boundaries. The total number of simulations computed and

analysed with this algorithm is around 2000. We used the following procedure: First we

verified the convergence of the double occupancy D, the average sign of Eq. 4.21, and the

average expansion order k; as discussed in Section 3.5, and shown in Figs. A.1,A.2, and A.3

respectively, for three selected simulations.

In these simulations, taken at half filling, we can directly observe the coexistence of a

metallic and an insulating solution (black and red curves respectively) for U = 5.725, β = 20,

and t′ = 0. Close to the phase boundaries, the convergence of the solution takes more loops.

This is shown with the blue curve for U = 5.7; upon beginning the CDMFT loop with an

insulating solution, we observe a "sudden jump" to a metallic one.

All of the independent response functions are then calculated as the result of the averaged

functions, for the last 30 loops, and the error is the resulting standard deviation. In Fig.
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Figure A.1: The double occupancy as a function of the CDMFT iteration loops for: a metallic solution at
U = 5.725, in black; an insulating solution at U = 5.725, in red; and another metallic solution at U = 5.7, in
blue; for β = 20, t′ = 0, at half-filling.
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Figure A.2: The average sign as a function of the CDMFT iteration loops of isothermal simulations for: a
metallic solution at U = 5.725, in black; an insulating solution at U = 5.725, in red; and another metallic
solution at U = 5.7, in blue; for β = 20, t′ = 0, at half-filling.

A.4, we show the Green function; in Fig. A.5, the self-energy functions; and in Fig. A.6, the

hybridisation functions. The metallic solutions for U = 5.725, in red; and for U = 5.725, in

blue; differ very little due to the parametric vicinity. The average error at low frequencies is

of the order of 10−4, demonstrating a well reached convergence for these results.
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Figure A.3: The average expansion order as a function of the CDMFT iteration loops of isothermal simulations
for: a metallic solution at U = 5.725, in black; an insulating solution at U = 5.725, in red; and another metallic
solution at U = 5.7, in blue; for β = 20, t′ = 0, at half-filling.

0.0

0.1

0.2

0.3

0.4

R
eG

(ı
ω

n)
00

(a)
U =5.725
U =5.725
U =5.7

−0.3

−0.2

−0.1

0.0

Im
G

(ı
ω

n)
00

(b)

−0.0004

−0.0002

0.0000

0.0002

0.0004

R
eG

(ı
ω

n)
π0

(c)

−0.8

−0.6

−0.4

−0.2

0.0

Im
G

(ı
ω

n)
π0

(d)

0 1 2 3 4 5
ωn

−0.4

−0.3

−0.2

−0.1

0.0

R
eG

(ı
ω

n)
ππ

(e)

0 1 2 3 4 5
ωn

−0.3

−0.2

−0.1

0.0

Im
G

(ı
ω

n)
ππ

(f)

Figure A.4: All of the independent Green functions in the reciprocal space, as function of the Matsubara
frequencies for: a metallic solution at U = 5.725, in black; an insulating solution at U = 5.725, in red; and
another metallic solution at U = 5.7, in blue; for β = 20, t′ = 0, at half-filling.

149



A.1. NORMAL STATE OF THE HUBBARD MODEL

1.5

2.0

2.5

3.0

R
e∆

(ı
ω

n)
00

(a)
U =5.725
U =5.725
U =5.7

−1.5

−1.0

−0.5

0.0

Im
∆(

ıω
n)

00

(b)

2.8

2.9

R
e∆

(ı
ω

n)
π0

(c)

−6

−4

−2

0

Im
∆(

ıω
n)

π0

(d)

0 1 2 3 4 5
ωn

2.5

3.0

3.5

4.0

4.5

R
e∆

(ı
ω

n)
ππ

(e)

0 1 2 3 4 5
ωn

−1.5

−1.0

−0.5

0.0

Im
∆(

ıω
n)

ππ

(f)

Figure A.5: All of the independent self-energy functions in the reciprocal space, as function of the Matsubara
frequencies for: a metallic solution at U = 5.725, in black; an insulating solution at U = 5.725, in red; and
another metallic solution at U = 5.7, in blue; for β = 20, t′ = 0, at half-filling.
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Figure A.6: All of the independent hybridisation functions in the reciprocal space, as function of the Mat-
subara frequencies for: a metallic solution at U = 5.725, in black; an insulating solution at U = 5.725, in red;
and another metallic solution at U = 5.7, in blue; for β = 20, t′ = 0, at half-filling.
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A.2 Superconducting State of the Hubbard Model

Similarly to the normal state, in the case of the superconducting state study, we have sys-

tematically performed from 4 × 107 to 8 × 107 Monte Carlo sweeps per processor; averaged

over 72 processors for each simulation. When necessary, for example close to phase transition

boundaries, we may use up to 96 processors. The quantities presented are the result of the

average of the last 20−30 iterations, but hundreds may be necessary close to phase boundaries.

The total number of simulations computed and analysed with this algorithm is around 1000.

We used the following procedure: First we verified the convergence of the double occupancy

D, the average sign of Eq. 4.21, the average expansion order k, discussed in Section 3.5, and

the superconducting order parameter φ of eq. 5.3 as shown in Figs. A.7,A.8, A.9 and A.10

respectively, for three selected simulations.

These simulations were taken at fixed U = 7.0, β = 50, and t′ = 50. For different values

of the chemical potential µ, we can observe the convergence of the initially superconducting

solution to either: a pseudogap solution as for µ = 2.74, shown with the blue curve; or a

superconducting one, as for µ = 2.15 in black; and for µ = 1.95, in red.
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Figure A.7: The double occupancy as a function of the CDMFT iteration loops for: a superconducting
solution at µ = 1.95, in black; a superconducting solution at µ = 2.15, in red; and a pseudogap solution at
µ = 2.74, in blue; for β = 50, t′ = 0 and U = 7.0.

All of the independent response functions are then calculated as the result of the averaged

functions, for the last 30 loops, and the error is the resulting standard deviation. In Fig. A.11,
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Figure A.8: The average sign as a function of the CDMFT iteration loops for: a superconducting solution
at µ = 1.95, in black; a superconducting solution at µ = 2.15, in red; and a pseudogap solution at µ = 2.74, in
blue; for β = 50, t′ = 0 and U = 7.0.
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Figure A.9: The average expansion order as a function of the CDMFT iteration loops for: a superconducting
solution at µ = 1.95, in black; a superconducting solution at µ = 2.15, in red; and a pseudogap solution at
µ = 2.74, in blue; for β = 50, t′ = 0 and U = 7.0.

we show the Green function; in Fig. A.12, the self-energy functions; and in Fig. A.13, the

hybridisation functions.
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Figure A.10: The superconducting order parameter as a function of the CDMFT iteration loops for: a
superconducting solution at µ = 1.95, in black; a superconducting solution at µ = 2.15, in red; and a pseudogap
solution at µ = 2.74, in blue; for β = 50, t′ = 0 and U = 7.0.
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Figure A.11: All of the independent green functions in the reciprocal space, as function of the Matsubara
frequencies for: a superconducting solution at µ = 1.95, in black; a superconducting solution at µ = 2.15, in
red; and a pseudogap solution at µ = 2.74, in blue; for β = 50, t′ = 0 and U = 7.0.
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Figure A.12: All of the independent self-energies functions in the reciprocal space, as function of the Matsub-
ara frequencies for: a superconducting solution at µ = 1.95, in black; a superconducting solution at µ = 2.15,
in red; and a pseudogap solution at µ = 2.74, in blue; for β = 50, t′ = 0 and U = 7.0.
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Figure A.13: All of the independent hybridisation functions in the reciprocal space, as function of the
Matsubara frequencies for: a superconducting solution at µ = 1.95, in black; a superconducting solution at
µ = 2.15, in red; and a pseudogap solution at µ = 2.74, in blue; for β = 50, t′ = 0 and U = 7.0.
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A.3 Antiferromagnetic State of the Hubbard Model

In the antiferromagnetic state study, we have systematically performed from 4×107 to 1×108

Monte Carlo sweeps per processor; averaged over 72 processors for each simulation. When

necessary, for example close to phase transition boundaries, we may use up to 96 processors.

The quantities presented are the result of the average of the last 20−30 iterations, but hundreds

may be necessary close to phase boundaries. The total number of simulations computed and

analysed with this algorithm is around 500. We used the following procedure: First we verified

the convergence of the double occupancyD, the average sign of Eq. 4.21, the average expansion

order k discussed in the Section 3.5, and the staggered magnetisation mzof eq. 4.24 as shown

respectively in Figs. A.14,A.15, A.16 and A.17 for three selected simulations.

These simulations were taken at β = 10, t′ = 0, and at half-filling. For different values of

the interaction U , we can observe the convergence of the initially antiferromagnetic solution

to either: a metallic solution as for U = 2.0, black curve; or an antiferromagnetic one ,as for

U = 3.0 in red; and U = 9.0, in blue.
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Figure A.14: The double occupancy as a function of the CDMFT iteration loops for: U = 2, in black;
U = 3.0, in red; and U = 9.0, in blue. The first is a metallic solution; for the latter two we see convergence to
two antiferromagnetic solutions in all simulations for β = 10, t′ = 0, and at half-filling.

All of the independent response functions are then calculated as the result of the averaged

functions, for the last 30 loops, and the error is the resulting standard deviation. In Fig. A.18,

we show the Green functions; in Fig. A.19, the self-energy functions; and in Fig. A.20, the
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Figure A.15: The average sign as a function of the CDMFT iteration loops for a metallic solution for: U = 2,
in black; U = 3.0, in red; and U = 9.0, in blue. The first is a metallic solution; for the latter two we see
convergence to two antiferromagnetic solutions in all simulations for β = 10, t′ = 0, and at half-filling.
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Figure A.16: The average expansion order as a function of the CDMFT iteration loops for: U = 2, in black;
U = 3.0, in red; and U = 9.0, in blue. The first is a metallic solution; for the latter two we see convergence to
two antiferromagnetic solutions in all simulations for β = 10, t′ = 0, and at half-filling.

hybridisation functions.
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Figure A.17: The staggered magnetisation as a function of the CDMFT iteration loops for: U = 2, in black;
U = 3.0, in red; and U = 9.0, in blue. The first is a metallic solution; for the latter two we see convergence to
two antiferromagnetic solutions in all simulations for β = 10, t′ = 0, and at half-filling.
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Figure A.18: All of the independent green functions in the irreducible representation base, as function of
the Matsubara frequencies for: U = 2, in black; U = 3.0, in red; and U = 9.0, in blue. The first is a metallic
solution; for the latter two we see convergence to two antiferromagnetic solutions in all simulations for β = 10,
t′ = 0, and at half-filling.
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Figure A.19: All of the independent self-energy functions in the irreducible representation base, as function
of the Matsubara frequencies for: U = 2, in black; U = 3.0, in red; and U = 9.0, in blue. The first is a metallic
solution; for the latter two we see convergence to two antiferromagnetic solutions in all simulations for β = 10,
t′ = 0, and at half-filling.
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Figure A.20: All of the independent Hybridisation functions in the irreducible representation base, as function
of the Matsubara frequencies for: U = 2, in black; U = 3.0, in red; and U = 9.0, in blue. The first is a metallic
solution; for the latter two we see convergence to two antiferromagnetic solutions in all simulations for β = 10,
t′ = 0, and at half-filling.
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A.4 Normal State of the Emery Model

In the case of the normal state study, we have systematically performed from 8 × 107 to 108

Monte Carlo sweeps per processor; averaged over 96 processors. When necessary, for example

close to phase transition boundaries, we may use up to 110 processors for each simulation. The

quantities presented are the result of the average of the last 10− 30 iterations, but hundreds

may be necessary close to phase boundaries. The total number of simulations computed and

analysed with this algorithm is more than 2000. We used the following procedure: First we

verified the convergence of the double occupancy D, the average sign of Eq. 4.21 and the

average expansion order k, discussed in Section 3.5, as shown respectively in Figs. A.21,A.22,

and A.23; for three selected simulations.

In these simulations, taken at fixed copper interaction Ud = 12.0, we can directly ob-

serve the coexistence of a correlated metal and a pseudogap solution (blue and red curves

respectively) for µ = 11.682, β = 50.
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Figure A.21: The double occupancy as a function of the CDMFT iteration loops at Ud = 12.0, β = 50 for
three metallic solutions: one at µ = 11.66, in black; and two coexisting solutions at µ = 11.682, a correlated
metal and a pseudogap; the blue and red curves respectively.

All of the independent response functions are then calculated as the result of the averaged

functions, for the last 10-30 loops, and the error is the resulting standard deviation. In Fig.

A.24, we show the Green function; in Fig. A.25, the self-energy functions; and in Fig. A.26,

the hybridisation functions. The average error at low frequencies is of the order of 10−3,
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Figure A.22: The average sign as a function of the CDMFT iteration loops at Ud = 12.0, β = 50 for three
metallic solutions: one at µ = 11.66, in black; and two coexisting solutions at µ = 11.682, a correlated metal
and a pseudogap; the blue and red curves respectively.
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Figure A.23: The average expansion order as a function of the CDMFT iteration loops at Ud = 12.0, β = 50
for three metallic solutions: one at µ = 11.66, in black; and two coexisting solutions at µ = 11.682, a correlated
metal and a pseudogap; the blue and red curves respectively.

demonstrating a well reached convergence for these results.
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Figure A.24: All of the independent green functions in the real base, as a function of the Matsubara
frequencies at Ud = 12.0, β = 50 for three metallic solutions: one at µ = 11.66, in black; and two coexisting
solutions at µ = 11.682, a correlated metal and a pseudogap; the blue and red curves respectively.
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Figure A.25: All of the independent self-energy functions in the real base, as a function of the Matsubara
frequencies at Ud = 12.0, β = 50 for three metallic solutions: one at µ = 11.66, in black; and two coexisting
solutions at µ = 11.682, a correlated metal and a pseudogap; the blue and red curves respectively.
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Figure A.26: All of the independent hybridisation functions in the real base, as a function of the Matsubara
frequencies at Ud = 12.0, β = 50 for three metallic solutions: one at µ = 11.66, in black; and two coexisting
solutions at µ = 11.682, a correlated metal and a pseudogap; the blue and red curves respectively.

A.5 Superconducting State of the Emery Model

In the superconducting state study, we have systematically performed from 8 × 107 to 108

Monte Carlo sweeps per processor; averaged over 96 processors. When necessary, for example

close to phase transition boundaries, we may use up to 110 processors for each simulation. The

quantities presented are the result of the average of the last 10− 30 iterations, but hundreds

may be necessary close to phase boundaries. The total number of simulations computed and

analysed with this algorithm is more than 200. We used the following procedure: First we

verified the convergence of the double occupancy D, the average sign of Eq. 4.21, the average

expansion order k discussed in the Section 3.5, and the superconducting order parameter φ of

eq. 5.3 as shown respectively in Figs. A.27,A.28, A.29 and A.30 for three selected simulations.

These simulations were taken at fixed copper interaction Ud = 12.0, β = 50. For different

values of the chemical potential µ; we can observe the convergence of the initially superconduct-

ing solution to either: a pseudogap solution as for µ = 11.73, in black; or a superconducting

one, as for µ = 11.65 in blue; and for µ = 11.72, in red.

All of the independent response functions are then calculated as the result of the averaged
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Figure A.27: The double occupancy as a function of the CDMFT iteration loops at β = 50 and U = 12.0 for
two superconducting solutions: at µ = 11.73, in red; and at µ = 11.65, in blue; and for one pseudogap solution
at µ = 11.65, in black.
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Figure A.28: The average sign as a function of the CDMFT iteration loops at β = 50 and U = 12.0 for two
superconducting solutions at µ = 11.73, in red; and at µ = 11.65, in blue; and for one pseudogap solution at
µ = 11.65, in black.

functions, for the last 30 loops, and the error is the resulting standard deviation. In Fig. A.31,

we show the Green function; in Fig. A.32, the self-energy functions; and in Fig. A.33, the

hybridisation functions.
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Figure A.29: The average expansion order as a function of the CDMFT iteration loops at β = 50 and
U = 12.0 for two superconducting solutions: at µ = 11.73, in red; and at µ = 11.65, in blue; and for one
pseudogap solution at µ = 11.65, in black.
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Figure A.30: The superconducting order parameter as a function of the CDMFT iteration loops at β = 50
and U = 12.0 for two superconducting solutions: at µ = 11.73, in red; and at µ = 11.65, in blue; and for one
pseudogap solution at µ = 11.65, in black.
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Figure A.31: Some of the independent green functions in the real base, as function of the Matsubara
frequencies at β = 50 and U = 12.0, for two superconducting solutions: at µ = 11.73, in red; and at µ = 11.65,
in blue; and for one pseudogap solution at µ = 11.65, in black.
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Figure A.32: Some of the independent self-energies functions in the real base, as function of the Matsubara
frequencies at β = 50 and U = 12.0, for two superconducting solutions: at µ = 11.73, in red; and at µ = 11.65,
in blue; and for one pseudogap solution at µ = 11.65, in black.
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Figure A.33: Some of the independent hybridisation functions in the reciprocal space, as function of the
Matsubara frequencies at β = 50 and U = 12.0, for two superconducting solutions: at µ = 11.73, in red; and
at µ = 11.65, in blue; and for one pseudogap solution at µ = 11.65, in black.
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