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Abstract

The International Temperature Scale of 1990 (I'T'S-90) defines that the calibration
of standard platinum resistance thermometers (SPRTs) 1s based upon the use of
temperature fixed points. Since residual impurities (even below parts-per-million levels)
present in the fixed point cells influence their realisation temperature (in the order of a
few mullikelvins), the fixed point material employed in the cell must be > 99.9999 %
pure. Impurities usually constitute the most substantial contribution to the uncertainty
of primary SPRT calibrations. With a view to tackle this matter, the Consultative
Committee for Thermometry (CCT) of the Bureau International of Weights and
Measures (BIPM) has recommended the use of a specific correction methodology (the
sum of individual estimates, SIE) but other methods have also emerged, each being

advocated by a particular National Metrology Institute.

The study reported in this thesis aims at investigating the application of seven
available correction methodologies to the freezing point of aluminium (660.323 °C) to
identify the most consistent methods together with any difficulties related to their
implementation. In order to achieve this, a suite of five aluminium fixed point cells have
been constructed according to a rigorous protocol, each cell using metal samples
sourced from a different supplier. Glow discharge mass spectrometry (GDMS) assays
have been obtained from three independent laboratories. Besides, for each cell
constructed, a set of long duration freezing curves have been measured under nominally
identical conditions. They provided the basis for the calculations of the correction
methodologies nvestigated. The most consistent corrections were achieved with a
hybrid method that combines the SIE and the overall maximum estimate (OMLE): the
hybrid SIE/modified OME method. Furthermore, the correction methodology based
on the fitting of a Scheil solidification model to the measured freezing curves was found

to be highly consistent, provided certain constraints are applied.
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Chapter 1

Introduction

Temperature is a property of matter that iy yamiliar to almost everyone, even
though its presence may usually be unnoticed. Muesiple intuitively have a
qualitative idea of temperature; for example, hawdr cold something is (or in other
words, the ‘degree’ of hotness/coldness of an opjdd. There are claims that
temperature is the most measured quantity in imgast practically every process is
temperature dependent. Temperature measuremenedwith and was demanded
by the development of science (a more detailedoticsti perspective can be
found in [2, 3, 4]). Taking into consideration ihgortant role that temperature plays,
its accurate measurement is pivotal in a broadetyarof industrial applications,
namely: aerospace, environmental, biomedical, pheentical, petrochemical,
superconductivity, energy, cryogenic engineerirgyitl natural gas, electrical, food
engineering and processing, plastics, polymerssgleeramics, refractories, steel and
semiconductors, among others. Accuracy in thermgmegtnecessary to ensure the

maximum efficiency in processes and quality of picid [5, 6].

1.1. The need for an international scale

At the time the first temperature scales velésed, artisans would construct their
thermometers according to their own arbitrary patens and later standards. Lack of
precision was a limitation for the constructiortttdrmometers. The need for a uniform
temperature scale emerged as the first prototypesheé metre were about to be

constructed, in 1878, since variations in tempeeafdue to thermal expansion of the
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platinum-iridium metre bars) had to be monitoredrder to maintain the stability and
agreement of the value of the metre artefact standdwo mercury-in-glass

thermometers, of very good quality, were to be §agpvith each metre prototype [3].

The first International Temperature Scale wesgised in 1927 (the ITS-27) with
the objective of providing a practical scale, base&asily reproducible measurement
methods. At its heart were fixed points of defitethperature and stable interpolating
instruments. After the adoption of this scale,ashundergone periodical revisions,

which in turn, originated several successor sdalé948, 1960, 1968 and 1990 [7].

1.2. An overview of the I'T'S-90

In 1989 the International Committee of Weighisl Measures, CIPM, adopted the
International Temperature Scale of 1990, the ITS#&0the successor of both the
International Practical Temperature Scale of 19&Bgnded in 1975) and the
Provisional Temperature Scale of 1976 (0.5 K tK3(8, 9]. It occurred after the
request contained in Resolution 7 of thd" XBeneral Conference of Weights and
Measures (CGPM) of 1987. According to that documére unit of the physical
quantity thermodynamic temperatufie,was defined as being the kelvin, symbol K,
which is the fraction 1/273.16 of the thermodynateimperature of the triple point of
water. However, due to historical reasons, it i stgular practice to express
temperatures in relation to its difference from it point (273.15 K), the so-called
Celsius temperaturet, (whose unit is the degree Celsius, °C). Followings

perspective, the equivalence between these is hyéaquation 1):

t/°C = T/K- 273.15 @)

The ITS-90 covers the range from 0.65 K uinéohighest temperature measurable,
by means of the Planck radiation law using monaciatic radiation. According to
ITS-90, Ty is defined through a set of interpolating instratsethat cover each part
of the scale. In the range between 0.65 K and 5Igyks defined by vapour-pressure
temperature relations éfle and*He and the range from 3.0 K and the triple point of
neon (24.5561 K) is defined by a helium gas theretem Between the triple point of
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equilibrium hydrogen (13.8033 K) and the freeziranp of silver (961.78 °C) it is
interpolated by standard platinum resistance thereters (SPRTs). Above this
temperature, the combination of one defining fipetht and the Planck radiation law

in ratio form is used to defink,. The ITS-90 defining fixed points are listed ibl&al.

Substance Definition Temperature W (T90)
Too /K too /°C
He Vapour 3t05 __227(?;15561
e-H Triple point 13.8033 —259.3467  0.001 190 07
e-H (or He)  Vapour pressute ~17 ~-256.15 0.002 296 46
e-H (or He)  Vapour pressute ~ 20.3 ~ —-252.85 0.004 235 36
Ne Triple point 24.5561 —248.5939  0.008 449 74
Oz Triple point 54.3584 -218.7916  0.091 718 04
Ar Triple point 83.8058 -189.3442  0.215859 75
Hg Triple point 234.3156 -38.8344 0.844 142 11
H20 Triple point 273.16 0.01 1.000 000 00
Ga Melting 302.9146 29.7646 1.118 138 89
In Freezing 429.7485 156.5985 1.609 801 85
Sn Freezing 505.078 231.928 1.892 797 68
Zn Freezing 692.677 419.527 2.568 917 30
Al Freezing 933.473 660.323 3.376 008 60
Ag Freezing 1234.93 961.78 4.286 420 53
Au Freezing 1337.33 1064.18
Cu Freezing 1357.77 1084.62

* Vapour pressure point or gas thermometer point

Table 1: Defining fixed points of the ITS-90 as taned in [8].

It is important to stress that the scale hasnbconceived in a manner that,

throughout its entire extension, amy numerical value is the best approximation to

the value ofT, following the best estimates available at theetithe scale was
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developed and adopted. When compared to directurezasnts of thermodynamic
temperatures, measurementd gfare much more easily carried out and more precise,

and are highly reproducible.

1.3. Motivation and Objective of the research presented in this thesis

In recent years, with the new technologicalaabes and achievements, National
Metrology Institutes (NMIs) around the world haveeb developing new methods
aimed at more practicability and greater measuréraenuracy, improving their
calibration and measurement capabilities. In palralith this comes the concern with
the reduction of uncertainties associated with smgasurements, providing more

reliability to their services and research.

In Thermometry, the leading NMls are invediiggnew metals to use as reference
materials for new fixed points, a possible reddfni of the current International
Temperature Scale and better understanding of phem® which interferes with
measurements. The work in this thesis contributeke latter activity.

The main uncertainty in primary contact themmetry is the uncertainty due to the
unknown impurity concentration in the fixed poinaterials (mostly metals). Even
though only metals of the highest purity availabte used and in most cases the
impurities are only present at the parts per mmll{ppm) level, they still cause the
freezing temperature of the material to depart sigaificant way from the values
defined on the ITS-90 [10]. This fact limits theild, for example, of reliably
comparing fixed points. This is because even if fnds very small temperature
differences when comparing two fixed point standarthe uncertainty for this
difference will be 10-100 times larger due to tmeertain impurity concentration in
the metal. Because of this a better understandittgeceffect of these impurities will

facilitate significant reduction of measurementent&inties.

In 2005, the CCT recommended two methods poageh correcting for impurities
in thermometric fixed points. These were based cheaical assay of the metal to

quantify the residual impurities in the sample. Tiw® methods were the Sum of
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Individual Estimates (SIE) and Overall Maximum Bstte (OME) methods [10, 11].
The SIE method is the preferred option as it retiesestimates of each individual
impurity, yielding results that are more reliablean the OME. The SIE requires a
knowledge of the liquidus slope (rate of chang&exdzing temperature with impurity
concentration) or distribution coefficient (molaatio of solid solubility to liquid
solubility of the impurity) in the low concentratidimit. Reliable values of these
guantities are hard to obtain, though substant@ness has been made in populating
the record in the last few years [12, 13]. Howegenumber of drawbacks of the SIE
method have been pointed out [14, 15, 16, 17]amiqular the high demand placed
on the accuracy and sensitivity of chemical assags, the unknown relationship
between the sample analysed and the conditioreagdame sample after being used to
construct a fixed point cell. In addition, the langncertainties of assays provided even
by leading practitioners in the field often rendetermining corrections by the SIE
method of little value. In view of this a numberaaimplementary methods have been
proposed, which make use of the shape of the figezcurve itself
[17, 18, 19, 20, 21, 22, 23, 24]. The principal @thage of these methods is the lack
of dependence on chemical assays; however, théwdistage is that they rely heavily
on various assumptions about the relationship kewiee shape of the freezing curve
and the impurities. Ideally, an assessment of fiileeteof the impurities on fixed point

behaviour would draw on a variety of different cdempentary techniques.

Among the ITS-90 metal fixed points, aluminiwas chosen for this investigation
because of its importance in SPRT calibrations:the highest temperature fixed point
accessible to SPRTs, and a key fixed point fordilération of high temperature
SPRTs (HT-SPRTSs). It presents high affinity for ggg and is also the most difficult
to obtain in high purity so that characterisatiowl guantification of impurity effects
is crucial for this fixed point. It has also exléd peculiar impurity effects
[25, 26, 27, 28, 29, 30, 31]. Recently, after thblization of a comprehensive survey
of distribution coefficients and liquidus slope2[13] it has become possible to fully

implement the SIE for the aluminium point.

The objective in this thesis was to constausuite of five aluminium fixed point
cells, each using metal from a different sourceasdo have five cells exhibiting a

wide range of impurity effects. The available raf@mpurity correction techniques
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were then systematically applied to all cells idesrto identify which techniques were
most consistent across the five cells, and to exarany difficulties associated with

the implementation of each method.

The rest of the thesis is structured as fato@hapter 2 describes important
definitions and technical requirements relatedhi® state of the art of realising the
defining fixed points of the International Temperat Scale of 1990 (ITS-90);
Chapter 3 describes the construction of the célgpter 4 defines the measurements
performed with the cells in order to allow the apgiion of the methodologies
employed in the study; Chapter 5 presents the teesil the measurements and
calculations; Chapter 6 addresses the discussionshe results presented and

Chapter 7 presents the conclusion of the thesis.
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Chapter 2

The State of the Art of realising the defining
fixed points of the International Temperature
scale of 1990 (I'T'S-90)

2.1. Platinum Resistance Thermometry and the I'TS-90

The standard platinum resistance thermometgfined as the interpolation sensor
for the ITS-90 in the temperature range from ti@ermpoint of equilibrium hydrogen
(13.8033 K) to the freezing point of silver (961.®) (figure 1).

—248.5939 °C 29.7646 °C 961.78 °C
Neon (TP) Gallium (MP) Silver (FP) 1064.18 °C
-189.3442 °C :5(15-598%0 42‘19'5|2=|73 °C Gold (FP)
r Argon (TP) r ndium (FP) ,7 inc (FP)

\; | L0.01 °C \_ 231.928 °C ‘ ‘

—218.7916 °C Water (TP) Tin (FP) 660.323 °C 1084.62 °C
Oxygen (TP) _38.8344 °C Aluminium (FP) Copper (FP)
Mercury (TP)
Platinum Resistance Thermometer Radiation Thermometer

Figure 1: Detail of the ITS-90, showing the randaal has the SPRT as the

interpolation instrument.

Platinum resistance thermometers have diffecenstructions, according to the
conditions of use imposed by the temperature rahgg are intended to cover.
Generally, these are capsule type (c-SPRT) forgaenym use, standard platinum
resistance thermometers (SPRT) with a nominal raemperature resistance of
25 ohms for use up to the aluminium point and hgghperature standard platinum

resistance thermometers (HT-SPRT) with a nominahrdemperature resistance of
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2.5 ohm (or even 0.25 ohm) for use up to the sipeint. To obtain the best
performance they usually require some specific reatment if exposed to certain

temperatures (cryogenic temperatures and abové@R0

For the whole range the PRT is used to intatpahe ITS-90, temperatures are
determined essentially from the raty (Tog), which represents the ratio of the
resistancer (Tgg) measured at a given temperatiligg to the resistance measured at
the triple point of waterR (TPW) (equationErro! Fonte de referéncia nao

encontrada):

W (Too) = RTo0) (2)

The PRT is calibrated against defined fixeoh{soof the ITS-90. But in order to be
calibrated, the platinum wire from which the themeier is made has to fulfil certain
conditions, i.e. pure and strain free. Practicdhig is expressed b/ being greater or
lesser than certain values at the Ga melting p@quation 3) and Hg triple point
respectively (equation 4):

W(29.7646 °C) > 1.118 07 (3)

W (—38.8344 °C) < 0.844 235 (4)

For the range that the SPRT is defined agntieepolation instrument, the ITS-90
is broken into sub-ranges to minimise the uncegaihthe calibration (details of these
can be found in [8]). In those subrandgsis ultimately obtained from the deviation
functionW (Tgg) — W (Tog) Where the latter term is th& of a group of PRTs that were
used to establish the reference function of the90%nd the former term is théfor
the thermometer being calibrated. So, the fixedtpdhat make up a particular sub-
range, the deviation is obtained directly from dadibration of the thermometer
(equations 5 and 6 for the range below the tripli@tpof water and equations 7 and 8
for the range above the triple point of water). iAiermediate temperatures, it is
calculated using the appropriate deviation fun&i@quations 9 — 12), according to

the calibration range.
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12 i
In(Tyy/273.16 K) + 1.5
In[W,.(Top)] = A + Z A; [ 15 (5)
i=1 '
The inverse function is:
o [Wi(Tog)/® — 0.65]'
i=1 )
For the positive range, the equation is:
2 [Too/K — 754157
Wr(T90) =Cp + Z G [ 481 (7)
i=1
Whose inverse function is:
9 i
W.(Top) — 2.64
Too/K — 273.15 = D, + ZDi [ i€ 9;’)64 l 8)

i=1

The deviation function for the range from thple point of equilibrium hydrogen
(13.8033 K) to the triple point of water (273.16 iK)given by:

W (Too) — Wi(Too) = a[W (Too) — 1] + b[W (Tyg) — 1]2

(9)

+ ) ¢ [InW(Tg)]H"

5
i=1

From the triple point of argon (83.8058 K) tiwe triple point of water, the

function is:

W (Too) — Wi(Too) = a[W(Tgo) — 1] + b[W (Tgp) — 1] In W (Typ) (10)
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From the triple point of water to the freezipgint of aluminium, the deviation

function is:

W(T9O) - VV]"(T9O)

= alW (Tyo) — 1] + BIW (Too) — 112 + c[W (Tog) — 1]* )

From the triple point of water to the freezpgnt of silver, the function is:

W (Tog) — Wi(Top)
= a[W(Tgo) — 1] + b[W (Ty) — 1] 2+ c[W(Ty) — 1]3 (12)

+ d[W (Te) — W(660.323 °C)]

Concerning the freezing point of aluminiumsibne of the mandatory fixed points

in the following sub-ranges:

* From 0 °C to the freezing point of silver (961.73 & the thermometer has
to be calibrated at the triple point of water (0°@) and at the freezing points
of tin (231.928 °C), zinc (419.527 °C), aluminiu®60.323 °C) and silver
(961.78 °C).

* From O °C to the freezing point of aluminium (6&B3C)= the thermometer
has to be calibrated at the triple point of wat@f1 °C) and at the freezing
points of tin (231.928 °C), zinc (419.527 °C) ahghainium (660.323 °C).

It is also possible to have a same thermonueatidsrated from 0 °C to 660.323 °C
and in the negative range down to the argon tppiat (—189.3442 °C), but no more

than these limits.

The constants in the reference functions (g 5 — 8) are given in tables 2
and 3.
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Ag

A1o
A11

A1

—2.135 347 29 (3 0.183 324 722
3.183 247 20 B 0.240 975 303
—1.801 43597 B 0.209 108 771
0.717 272 04 B 0.190 439 972
0.503 440 27 B 0.142 648 498
—0.618 993 95 B 0.077 993 465
—0.053 323 22 8 0.012 475 611
0.280 213 62 B —0.032 267 127
0.107 152 24 B —0.075 291 522
—0.293 028 65 8 —0.056 470 670
0.044 598 72 B 0.076 201 285
0.118 686 32 B 0.123 893 204
—0.052 481 34 B —0.029 201 193
Bis —0.091 173 542

Bi4 0.001 317 696

Bis 0.026 025 526

Table 2: Constants of the ITS-90 reference funstion

(range below the triple point of water).
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Co 2.781 57254 (Y 439.932 854
Ci 1.646 509 16 D 472.418 020
Cz —0.137 143 90 b 37.684 494
Cs —0.006 497 67 D 7.472 018
Ca —0.002 344 44 b 2.920 828
Cs 0.005 118 68 D 0.005 184
Ce 0.001 879 82 Y —0.963 864
Cr —0.002 044 72 12) —0.188 732
Cs —0.000 461 22 LY 0.191 203
Co 0.000 457 24 LY 0.049 025

Table 3: Constants of the ITS-90 reference funstion

(range above the triple point of water).

It is not possible to give all details congegnthe ITS-90 in this thesis. The
interested reader is referred to [8, 32, 33,\8A¢re much more information is to be

found.

2.2. Fixed point cells

2.2.1. Defimtion and related terminology

In regard to thermometry, a fixed point cslla general term used to describe a
device that contains and protects a sample of pefierence material so that the
melting/freezing/triple point of the material caropide a reference temperature. In
use, the cell realises a phase transition correipgno, for e.g. a triple point (water,
mercury, argon, etc.), a melting point (gallium)aofreezing point (indium, tin, zinc,

etc.). The fixed point cells, whose temperaturesdafined with zero uncertainty on

-32 -



the ITS-90, are used for the calibration of thermatars, the designated phase
transition being established by various meanshissthesis focuses on the Al freezing

point, | define here the terminology related omaspects of freezing [35].

Reference temperature— a temperature which is fixed and well reprodiggilho

which a value is assigned. It is used for the catibn of temperature sensors.

First cryoscopic constant,A — a constant of proportionality which correlatbes t
depression in the freezing point temperature toctreentration of impurities in the
material. This is achieved through the knowledgehefpropertiet. (molar heat of
fusion of the pure materialR (molar gas constant) afidthermodynamic temperature
of fusion) of the reference material, given by (@tipn 13):

A= L (13)

R[Tpure]z

Freeze— an experiment done with the use of a fixed pogfitin which the reference
material is forced to solidify.

Freezing curve— the complete time-temperature relation of tikedipoint material

during its freeze comprising all stages: from tgtatolten to entirely frozen.

Freezingplateau — the region of the freezing curve in which theperature does not
change substantially over the time, presentingadst behaviour.

Freezingrange — the range over which almost all the metal sfiidi This is related
to the presence of impurities that causes the slopserved in real curves, as opposed

to flat plateaus of ideal 100 % pure materials.
Nucleation — the formation of crystals in the liquid (whenarsuper-cooled state).

Recalescence- the abrupt increase in the temperature of tiieraece material
(occurring right after nucleation takes place)ldaked by crystal growth, due to the
fact that latent heat of fusion of the referenceemal is released.

Referencematerial — the material inside a cell that is forced totraaed freeze during

its use.
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Supercooledstate — the meta-stable state in which the referencemahfpresents a
temperature lower than the freezing point but tla¢emal is still in the liquid phase.

Undercool — the temperature depression (with the materi#thénsupercooled state)
that occurs right before nucleation takes place.afiaminium, the typical undercool
is 0.4 K to 1.5 K [35]. For the cells studied instlthesis, the undercool was around
1.6 K for all five cells.

2.2.2. Working principle of the aluminium freezing point

A pure substance exhibits uniform behaviouirdyits freeze. It is this fundamental
characteristic that makes a freezing point a colevemeproducible reference point for
the calibration of temperature sensors. This isabse an ideally pure material, at a
fixed pressure, freezes (and melts) at a uniquedeature when its solid and liquid
phases are in thermal equilibrium. However, in maasurements the phase transition
from liquid to solid exhibits a complex time vergesperature relation. This is due
to a number of confounding factors, the main ore@sda) because there is heat flux
during the freeze and in reality quasi thermal Hguiim is only ever established and
b) the presence of impurities in the material. €ffect of the latter forms the main

research discussed in this thesis.

The freezing point, its repeatability as wadlthe duration of the freezing plateau
(for a given freezing rate) will all depend on ity of the reference material. The
purity must be suitable to its use. In very gendmms a reference material
with 10 ppm (by weight) of impurity content (5Ne.i.99.999 % nominal purity) will
present a decrease of 10 mK in relation to thezingepoint of the ideally pure

material.

In figure 2, one can identify the aforemenédrparts of a typical freezing curve.
To give a feel for the dimensions, parameters aildeg of a given real aluminium

freezing curve are given on this schematic diagram.
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Temperature /°C

Elapsed time /h

Figure 2: Structure of a typical aluminium freezmgve where: A — is the furnace
temperature after the previous melt, typically athd 5 °C above the melting point
(the oscillation in the readings is representatifvthe stabilisation regime of the

furnace which, given its specification, would beegximately 0.1 °C);

B — the freezing temperature of the cell; C — tima&ce temperature adjusted to
maintain the freezing plateau for a reasonabletteagd verified after the end of the
freeze; D — is the maximum undercool (for the ahiom cells constructed, this is
typically < 1.5 °C); E — nucleation, followed bycadescence; F — freezing plateau;

G — total freezing time and H — the freezing range.

When a real Al freeze is established, it seesial to set up a solid-liquid interface,
adjacent to the re-entrant well. This interfacestablished through the introduction
of cold rods into the re-entrant well causing theasurements (around nucleation) to
be disrupted. This is illustrated in figure 3, wéex curve with two segments is
depicted: the first one, A, shows the temperatemehse below the expected freezing
value, followed by nucleation and recalescencesdm as the latter is observed, the

thermometer is withdrawn to allow for the inductwirthe inner solid-liquid interface



through the introduction of cold rods. The secorebgnsent, B, shows the
measurements after the induction of the innerfiatey, in which the recording of data
is resumed when the thermometer is about to résarimil equilibrium with the cell,
usually a few degrees lower than the material freptemperature. Segment B is the

one in which most of the interest of this studydes.

&

]

E A

3]

5,

=9

=

O

= B

Elapsed time /h

Figure 3: Discontinuity in measurements due towitedrawal of the thermometer
and the introduction of a cold rod into the re-antrwell to initiate the formation of

the inner solid-liquid interface in the aluminiuneézing cell.

2.2.3. Essential technical requirements to establish reproducible

experimental conditions for fixed point cells

In order to start the freezing of the refeempaterial, the temperature of its
surroundings has to be decreased to approximatéy lelow its freezing point,
under-cooling the material (for the aluminium cehsestigated in this thesis, the
furnace was adjusted to 2 °C below the aluminiwweZmg point temperature). After

undercool, nucleation and recalescence, the tertypetia the re-entrant well becomes
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constant during the freezing plateau. After a whihe temperature starts decreasing
and finally, all material becomes solid. The dwmatof this process depends on the
cooling rate, the mass of reference material ptesed its purity. The formation of
solid demands the presence of liquid in the unddecbstate, nucleation and crystal
growth (the latent heat of fusion liberated by taysucleation and growth provokes

recalescence) [35].

As the reference material freezes dissohacktrmpurities tend to be expelled and
remain in the liquid layer — indeed, this fact poies uniform plateau reproducibility
every time a freezing is realised. However, thespnee of impurities usually results
in the decrease of the fixed point temperaturelaads to a shortening of the phase

transition duration [35].

The effect of pressure variations during tihege transition of metal reference
materials is of low significance to their temperatugenerally less than 0.1 pK.
(according to observations of the pressure insideeélls during the measurements for
this study). Nevertheless, in accurate realisataiitte ITS-90 the pressure effect is
mitigated for by determining freezing point tempgaras at a pressure value
of 101 325 Pa (1 atm) [35].

The furnace must be able to provide an isathéregion (< 50 mK over the height
of the fixed point metal) to obtain a long and onif freezing plateau, allowing for

the calibration of several thermometers on the salateau [35].

The fixed point cell must contain enough refere material to realise such plateaus
and also provide enough immersion depth for thentbeneter, usually a volume
of 100 cn? to 150 cm, depending on the exact design of the fixed po@tit[32]. In
addition, the cell (and its enclosure) must be traoted in such a way as to guarantee
the reference material is not contaminated durmgstruction or repeated use. For
safety purposes, the cell must allow for expansiod contraction of the reference

material up to 10 °C above its freezing point [35].

It is essential that the solid-liquid interdais induced in the re-entrant well right
after the onset of recalescence. This is usualifopred by withdrawing the

thermometer and inserting one or two cool rodsha well, following a procedure
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referred to assidenucleation This results in a thin layer of solid adjacenttte well,
the inner solid-liquid interface [35].

Concerning errors when using fixed point ¢edlanajor source is related to the
failure of the thermometer being measured to rehelhmal equilibrium with the
reference temperature due to unwanted heat flows. Kihd of error is minimised by
ensuring that a sufficient immersion depth fortthermometer is established. Another
source of error is related to the immersion of ¢k# in the furnace. It has to be
adequately immersed in order to avoid heat loss fiee furnace, allowing for a better
thermal equilibrium and homogenisation (figure®)is last characteristic is of great
importance for the realisation of fixed points temperature calibration as the furnace
has to provide an environment that enforces thesehieansition of the reference

material simultaneously along its whole longitudiasis.
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Figure 4: Position of an aluminium fixed point dellthe three-zone furnace used for
the research reported here. The fixed point metabnveniently located in the main

zone so that it benefits from improved temperaha@ogeneity.
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The freezing point temperature of the purestarce, as described in the ITS-90,
can be assigned to the cell if these requiremewstsnat: if the purity of the original
material is sufficient (and assembly of the cell diot contaminate it) and if the
evaluation tests confirm its performance [35]. Hoarethere would be an uncertainty
attributed to the reference temperature, which dide related to the actual impurity
content of the reference material. This is why mailte of the highest purity are used,
minimising (but not eliminating) the uncertainty ntobution to the temperature
arising from the remaining impurities. The statdéhw art calibration of SRTs is now,
in many cases, limited by the effect of the redlidupurities and so this topic, which
forms the research of this thesis, will be discddssow.

2.3. Addressing the impurity-related aspects and effects

Materials to be used as temperature fixedtpaihthe ITS-90 have to be of suitable
purity [32, 35]. For most of them, the nominal pyiis usually 99.999 9 % (6N), the
exceptions being mercury and gallium (currentlyngeiused predominantly at
grades 8N+). The reason for this is that the ITS%@&sed upon phase transformations
of ideally pure substances and the best approacith®ve this is to make use of
materials of the highest purity available. Howevar, spite of all efforts and
improvements in high purity metal refinery, constimg fixed point cells containing
slightly purer metal than the usual (6N) might neadd to the expected better
performancg25]. The hindrance to better performance couldieto contamination
during construction caused by improper handlingrbate likely attributable to the
level of purity of the other materials employedidgrthe construction of the cells: i.e.
the graphite parts for the crucible and the argas f@r maintaining the pressure
at 1 atm are likely to be the main sources of ltrgh contamination, as they are in
intimate contact with the fixed point material. Apafrom this extraneous
contamination, that is almost impossible to be @®dj the residual impurity of the
fixed point metals themselves (0.000 1 % for a m@h6N pure sample) could result
in a temperature departure from the behaviour degdor the phase transition of an
ideal 100 % pure system [11]. This temperaturet ghibvoked by the presence of
impurities yields an additional uncertainty companm fixed point realisations. In
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the case of the high temperature fixed points, marakiminium and silver, the
uncertainty due to these impurities is the majarrs® of uncertainty [20].

2.3.1. Fundamentals of the behaviour of impurities in phase transitions

In order to characterise the behaviour anthémice of impurities in fixed point
materials, it is important to acquire knowledge tbeé equilibrium distribution
coefficient,ky, which is a measure of the solubility (distribufjmf impurities in the
solid (c}) and liquid (c/) phases of the host material. This is characterised
equation 14 [10, 11, 36]:

Ky == (14)

Also needed for these analyses is the knowledghe liquidus slopen!, for each
impurity i, given by the derivative (equation 15)

ml_acf

(15)
The liquidus slope represents the concentratependence of the fixed point
temperature for each impurity, wheFgis the temperature of the liquidus line with

respect to concentration of impuritydeduced from equilibrium phase diagrams at

low concentrations.

When all impurities are insoluble in the sgtidase of the host material and the
ideal solution law is valid, the impurities remaim the liquid solution. Then,
considering there is no concentration gradienthasfteezing front advances, the
depression in the temperature of the remainingdidun which the impurities are
concentrated and uniformly distributed), relatigehe freezing-point temperature of
the pure material, is directly proportional to thmpurity concentration divided by the

first cryoscopic constant, given by (equation 16)
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Tpure — Tops = Z (16)

WhereT,,,. is the freezing-point temperature of the pure metel,,s is the
observed equilibrium temperature of the sampjeis the mole fraction impurity
concentration in the liquid and is the first cryoscopic constant. The equation
above (16) is known as Raoult’s law. The first @gapic constantd, is given by

equation 13 (given in section 2.2.1).

Values ofk for all fixed point metals (considering from hydesgto plutonium as
individual impurities) were only compiled recentéfter thorough examination of the
related literature. These values are availabl@2j. [The first cryoscopic constants for

the ITS-90 metal fixed points are documented ir}.[37

The equilibrium distribution coefficient anaktliquidus slope are related by Van't
Hoff's law (equation 17) [12, 38]:

0T, RT?

T ag k-1 17)

WhereH is the enthalpy of fusion (or also referred toraslar heat of fusion’,.).
Van't Hoff's relation (equation 17) seems to beidat the limit of zero impurity
concentration in the liquid and hence it is apileafor fixed points (total impurity
concentration of 0.1 ppm or less) and can be useegdcribe the effect of individual
impurities in the fixed points of the ITS-90 [38].
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When impurities form solid solutions with tfiged point material, during the

freezing of the material the impurities can be eggted in three different

conditions [10]:

1-

Complete equilibrium mixing in the liquid

This is based on the assumption that the freezingre so slowly that it allows for
complete and uniform mixing of impurities in thguid phase by convection and
diffusion, eliminating concentration gradients hetliquid. This represents the
possibility of maximum segregation of impuritiedi§ condition, however, can

only be achieved with very slow freezing rates.

Partial mixing in the liquid

Assuming that the distribution of impurities in thquid is affected by both
diffusion and convection, the segregation of impesiwill depend strongly on the
freezing conditions, being governed by an effectligribution coefficientkiff ,
which has a value between thatkdfand 1 (the value of. approaches 1 if the
rate of freezing is high). The higher the rate reetring, the less segregation of

impurities will occur.

No mixing in the liquid

This takes into account the fact that the impudistribution in the liquid phase is
affected only by diffusion, i.e. assuming that ¢hex no convection. In this case,
as freezing advances, the impurities in the lidayer adjacent to the liquid/solid
interface increasesk{ < 1; i.e. impurities rejected by the solid) or deses
(k& > 1; i.e. impurities gathered by the solid phaséje Tmpurity distribution in
the solid phase will depend strongly on the equiliin distribution coefficient, the
rate of freezing (speed in which the liquid/solterface advances), the diffusion
coefficient of the impurity in the liquid and thample geometry. It is generally
assumed that convection plays a relatively minte no fixed point cells used in
thermometry (due to the very small temperature igrdd present, which is a

condition commonly encountered in thermometry).
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2.3.2. Current methodologies for estimating the effect of impurities in

fixed point cells

Considering the above fundamental aspectsCth& recommends a number of
techniques to account for the influence of impesiin fixed points. The main methods
are: the Sum of Individual Estimates (SIE), the @lileMaximum Estimate (OME),
the Hybrid SIE/OME, the Scheil model, the gradiexthod, the thermal analysis (or
‘1/F method’) and the direct comparison of cellee$e are all summarised below in

the context of the current study.

2.3.2.1. Sum of Individual Estimates (SIE)

The SIE method [10] relies on the assumptiat the effect of each impurity in
the metal is independent of the others [38] sotti@effect of all the impurities on the
freezing temperature can be summed over all imparitt is currently the method
recommended by the CCT [11]. It also relies on avwkedge of the amount of each
impurity present, provided by the GDMS analysisd aaliable knowledge of the
liquidus slope in the limit of low concentratiorh@ change in the freezing temperature

caused by the impurities is given by equation 18

AT = Tpure - Tliq = - Z Clil ' mi (18)

i
WhereT, . is the freezing temperature of the ideally pureemal andTy;q is the
observed freezing temperature of the material. BQth. and Tj;; represent the
liquidus point.c/; is the concentration of impuritywhen the material is completely
molten andn! is its liquidus slope, which is the concentratitmpendence of the fixed

point temperature in relation to each imputitgiven by equation 15 (previously given

in section 2.3.1).
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The liquidus slopes used in this investigatwa given as a function of atomic
number Z up to Z = 94 in table 4 [13].

The uncertainty in the value 8T se is given by equation 19:

. 42 . -
u?(ATsig) = Z[u(ch) ) mf] + [Cll1 : u(mi)] (19)
l
Atomic mi u(mb) Atomic mi u(ml)
NoO Element pK/p[;bw uK/ppbw NO Element pK/p[;bw uK/ppbw
1 H -17.87: 0.10¢ 40 Zr 1.23: 1.01¢
2 He —4.52] 0.001 41 Nb 5.47¢ 1.69:
3 Li - 1.31¢ 1.03( 42 Mo 1.15¢ 0.901
4 Be - 1.83- 0.111 43 Tc 0.04¢ 0.31;
5 B —1.85¢ 0.77¢ 44 Ru —0.14: 0.04+
6 C -1.131] 0.87( 45 Rh 0.06¢ 0.43;
7 N - 1.27¢ 0.02( 46 Pc —0.05] 0.19¢
8 O] —0.39¢ 0.11¢ 47 Ag 0.01( 0.18¢
9 F 0.00(¢ 0.00(¢ 48 Cd -0.117 0.03¢
1C Ne —0.89¢ 0.00(¢ 49 In —0.15] 0.02¢
11 Na —0.72¢ 0.15( 50 Sr —0.14: 0.00:
12 Mg —0.45( 0.11¢ 51 St —0.081 0.07:2
13 Al Matrix Matrix 52 Te —0.11¢ 0.05(
14 Si —0.62: 0.09:¢ 53 | 0.00(¢ 0.00(¢
15 P —0.83¢ 0.57¢ 54 Xe -0.13d 0.00z
16 S —0.5117 0.131 55 Cs —0.10¢ 0.041
17 Cl 0.00(¢ 0.00(¢ 56 Ba —0.07¢ 0.071
18 Ar —0.45: 0.00(¢ 57 La -0.127 0.01¢
18 K —0.27i 0.26: 58 Ce —0.12¢ 0.00z
20 Cs -0.47( 0.08¢ 59 P1 -0.12} 0.00z
21 Sc —0.22¢ 0.51; 60 Nd -0.12¢ 0.00z
22 Ti 4.607 1.89¢ 61 P 0.00(¢ 0.00(¢
23 \Y 3.32] 1.78¢ 62 Sir -0.11( 0.01;
24 Cr 1.05] 0.63¢ 63 Eu -0.11¢ 0.03¢
25 Mn 0.11¢ 0.26¢ 64 Gd -0.11¢ 0.00:
26 Fe —0.317 0.02¢ 65 Th —0.10} 0.01(
27 Ca —0.29i 0.01¢ 66 Dy —0.101 0.01;
28 Ni —0.30¢ 0.05¢ 67 Ho —0.09¢ 0.01;
29 Cu —0.252 0.09¢ 68 Er —0.09¢ 0.01;
3C Zn —0.03i 0.15¢ 69 Tm —0.10¢ 0.00¢
31 Gs —0.15( 0.08: 70 Yb —0.04¢ 0.05¢
32 Ge —0.20¢ 0.03¢ 71 Lu —0.10¢ 0.031
33 As -0.23¢ 0.01¢ 72 Hf 2.39] 2.52:
3 Se —0.28¢ 0.13¢ 73 Ta 5.44: 1.25;
35 Br —0.22] 0.06¢ 74 W 0.48¢ 0.87:
36 Kr —0.21¢ 0.06¢ 75 Re 0.09t 0.13]
37 Rhb —0.16( 0.06¢ 76 Os 0.40(¢ 0.65i
38 St —0.19¢ 0.01¢ 77 Ir 0.37¢ 0.62:
39 Y -0.19: 0.011 78 Pi 0.01; 0.19(




Atomic mi u(m}) Atomic mi u(ml)

No Element uK/ppbw  HK/ppbw No Element uK/ppbw  HK/ppbw
7¢ Au -0.01¢( 0.07¢ 87 Fr 0.00( 0.00(
8C Hg - 0.03( 0.05¢ 88 Re 0.00( 0.00(
81 Tl —0.05¢ 0.02¢ 89 Ac 0.00( 0.00(
82 Pkt - 0.05: 0.05¢ 90 Th - 0.05: 0.03¢
83 Bi - 0.03¢ 0.01¢ 91 Pe -0.07¢ 0.02¢
84 Pc 0.00( 0.00( 92 u —0.06¢( 0.02;
85 At 0.00( 0.00( 93 Np -0.07i 0.02:
86 Rn —0.087 0.00( 94 PL —0.04¢ 0.03¢

Table 4: Values of the liquidus slopes of impustie aluminium

in the low concentration limit [13].

There are significant problems with this agmln e.g. uncertainty in chemical
analysis, irreproducibility in such analysis betwedifferent laboratories, large
uncertainties associated with liquidus slope esgma

In 2003, the CCT Working Group 1 (CCT-WG1) lied that uncertainties of
chemical analyses can be as high as 300% of trafispdevalue. Then they decided
that when such uncertainties exceed 100% of thesuned value, a correction should
not be made to the temperature of the fixed paeifit but rather, what would be the
possible correction should be used as the uncgrtdire to impurities of the matrix
substance. Beside this, insufficient knowledge aifpurity distribution and
reproducibility in the chemical analysis by diffetdaboratories causes issues. To
exemplify the lack of reproducibility in chemicatalysis, samples of the same batch
of material were analysed by GDMS in two differkaitoratories and according to the
results, the total impurity content of the samplasw0.990 ppm (laboratory 1)
and 0.074 ppm (laboratory 2), showing a 1350 %etkffice in between them [39].
Consequently, corrections should not be appliedbated on a single analysis
(especially one that has been provided by the sppl the material). Indeed, it is
stated that in order to improve results in thermiynmore extensive proofs of the
purity of fixed point materials are mandatory bessoot only it is necessary to know
the impurity content but also each impurity inflaenon the phase transition
temperature of the matrix substance. A quantitatpgroach (based on doped samples

with well-known impurity content, directly trace&blo S| units) was proposed. The
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procedure described is reported to be the mostratecwne, yielding small
uncertainties. Such reliability comes from the wuarikh doping experiments in ppb
levels. Other analysis methods, which could be dementary to GDMS were

suggested [39]:

1- For metals: inductively coupled plasma mass tspeetry (ICP-MS);
atomic absorption spectrometry (AAS) and instrutaken

neutron activation analysis (INAA).

2- For non-metals: carrier gas hot extraction (CGEBd photon activation
analysis (PAA).

However, it is acknowledged that the detectionts of these techniques cannot
reach the expected level of impurities presenhédamples (total amount < 1 ppm
for a 6N pure sample), and in reality GDMS is thesinsuitable type of chemical
analysis for ITS-90 fixed point metallic samples.

The impurities with the highest content withigh-purity metals are thought to be
dissolved gases. However, their role is thoughietmsignificant as they are extracted

when the cell is evacuated at high temperatureswihen molten) [39].

2.3.2.2. Overall Maximum Estimate (OME)

Whenever there is not sufficient knowledgéhef impurity concentrations or their
liquidus slopes, the CCT recommends the use oOM& method [11], which only
requires a knowledge of the overall mole fractimpurity concentration and the first
cryoscopic constant [37¢r the fixed point material. This method does piavide a
correction to the freezing temperature; insteagjelds a value that can be used to

represent the uncertainty in the temperature. ihgsven by equation 20:

G
ATomg = a1 (19)

wherec; is the overall impurity concentration (in mole dtians) in the liquid,

andA is the first cryoscopic constant.
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The uncertainty iATowme IS given by equation 21:

ﬂ]z
A
u?(ATomg) = 3

(20)

As the GDMS analyses in this study are ratioenplete, and the published list of
common impurities is well represented in the aredy[40], the overall concentration
of impurities can be estimated by summing the tesaflthe GDMS analyses of the

aluminium samples under study.

2.3.2.3. Hybnid SIE/Modified-OME

This method combines the SIE method for thmidant impurities and the OME
method for the remaining impurities [11]. If theuddprium distribution coefficient&
of all relevant impurities are known, which is ntlve case for aluminium [12, 13], a
simpler, modified OME method can be used. The ckaimgthe liquidus-point
temperature for impurities witkless than 0.1 can be reliably estimated by fitthrey
expression (equation 22) to the freezing curve @reappropriate range, typically
within the first half of the freeze (unless thesea substantial amount of high
impurities in the material) [11]:

c
Tpure - Tliq = ﬁ (21)

wherec is the mole fraction concentration of all impurstievith k less than 0.1
andF is the liquid fraction. Alternatively, it is accable to determine the
correction for impurities witlk > 0.1 by parameterisation using a least-squatrex fi
(equation 23) to the measured freezing curve,ngethe value ok as 0 (assuming
these impurities are insoluble in the solid pha$kgn, for the remaining impurities
not covered by the OME analysis (those with 0.1), the SIE method (equation 18)

is applied to determin&Tsie. The two estimates are then summed.

In this investigation, the OME component wasineated by fitting data at the
beginning of the freezing curve over a narrow raf@®5 <F, < 0.20) using

(equation 23), as described above. To perform ftiiad, it is necessary for the
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freezing curve abscissa to be in terms of solidtiva, Fg, (F; = 1 —F), and the
ordinate to be in terms of temperature. The peakenfreezing plateau is defined as
occurring atFg = 0, andAT is specified as zero at this point. To convertdtased
time to solid fraction, it is necessary to defimeead point. This is taken to be the point
of inflection in the curve after the steep drogamperature following the end of the
flat part of the curve, prior to the approach te tarnace temperature; this has been
found to coincide with the disappearance of thaitlegolid interface [22]. The point
of inflection is taken as the maximum value caltedathrough the derivative of

temperature over timé”(/at) of the freezing curve.

The uncertainty in this hybrid method may betedmined by combining the

uncertainty of the two individual corrections inaginature.

2.3.2.4. Scheil model

The Scheil model of solidification makes tlssw@mption that diffusion processes
are very fast compared with the velocity of theuitysolid interface[22, 24]. In
practical terms, this means freezing durationsrefter than about 12 hours. In the
Scheil model the temperature is related to thadidpaction F by (equation 23)

T =Ty + mcoF¥1 (23)

whereT is the temperature of the interface for one sollitejs the melting
temperature of the pure material,is the liquidus slope, is the overall concentration
of impurities andk is the distribution coefficient. By fitting thisxpression to the
freezing curve using least-squares methods, thetigpanc, can be obtained, which
Is the change in temperature due to the impurtiiesesponding to F = 1. Note that
andc, cannot be parameterised independently becaubeiofinear interdependence

during the fitting process.

The main drawback of this method is the degereassociated with the existence
of several impurities having different valueskotn this case, different combinations
of impurities can all give rise to the same valfiena,, which means that in some

cases the model is not able to uniquely identife tiemperature correction.
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Nonetheless, this method provides useful additionfdrmation on the impurity
effects, and, importantly, does not rely on the GBPnalysis. In this study, the
uncertainty attributed to the correction yieldedloy Scheil method was obtained from
the uncertainty in the value of the fitted paramete arising from the least-squares
fit. Care should be taken to perform the fittindyon the region of the freezing curve
where the shape is dominated by impurity effecés,towards the early parts of the
freeze. Towards the end of the freeze, the shapdughly becomes dominated by
thermal effects as the liquid-solid interface apytees the re-entrant well and the
corresponding immersion of the SPRT sensing eleneetriorates. Figurg shows a
typical fit of the Scheil model.

—— Measured
— — Fitted

B NS N S ——

|

1 1 T Y
SLIE— | . i
‘ ‘ : : ‘ ‘ |
|

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Fs

Figure 5: Fit of the Scheil expression (equatioptd3®xperimentally measured
freezing curveTo, mc andk are free parameters. In this example, the leasireq
fitting returned the parametefB = 5.298 mK;mc= — 5.306 mK andt = 0.567.



2.3.2.5. Gradient method

The gradient method is derived from the Schegthod [23]. It is a fast way of
estimating the impurity correction. The gradientlud freezing curve at F = 0.50 is
determined by fitting a tangent to the freezing veurat that point (over
the range 0.45 £ < 0.55), and extrapolating it to F=0. The estan#& given
by (equation 24)

(24)

whereTr is the temperature at F = 0.50. The method is applicable for systems
wherek = 0. The uncertainty in the correction is takebédhe uncertainty associated
with the fitting process. This is illustrated iigdire 6.
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Figure 6: The same freezing curve (as figure 5) analysed by the gradient

method. The ordinate is plotted as a temperatdiereince (from the peak

temperature), in order to find the correction foe tell. In this example, the

coefficients from the linear fit weret= — 6.186 andh = 1.202. The result of this

estimate wa3o = 1.14 mK.



2.3.2.6. Thermal analysis

One of the biggest criticisms of the SIE apgio came from [17, 19]. It is
advocated that the thermal analysis method (alsavikras the ‘1/F method’), which
is one of the methods based on the actual perfaenahthe cell, portrays the actual
state of the metal, after (and possibly whilst) sasactions between the metal and the
other cell materials occur. On the contrary, the @lkethod is based on the analysis of
the fixed point material prior to its use on thd aad hence whatever happens to the
material during or after handling will not be inded in the calculations.

Consequently, the SIE does not represent the iteatisn in real fixed points.

It has been stated that the maximum valuéheffteezing curve is a very good
approximation of the liquidus temperature: it imakt not influenced by homogeneity
or furnace stability [11, 39, 41]. The depressibthe freezing point is assumed as the
effect of the existence of impurities within thedd point metal. So, as a reference,
the value equivalent to the extrapolated=0Fpoint is considered as the hypothetical
freezing point of the 100 % pure fixed point maklil9]. To use the method,
temperature is plotted as a function of 1/F, wtattlbws a straight line to be fitted to
the linear portion of the data in the early parthd# freeze (from 1/41L to 1/F<=1.5)
(figure 7), where the shape of the freezing cusveominated by impurity effects. The
gradient of this line can then be used to yieldemmeter @ / d(1/F)r=1 [20], which
is taken to represent the correction atlF This method can be considered as a
variation of the Scheil method, wikkessumed to be zero [17, 19, 20]. The uncertainty
associated with the correction was obtained froenuhcertainty in the value of the

fitted gradient arising from the least-squares fit.
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Figure 7: Example of thermal analysis of a fredadgau. The coefficients returned
by the fit area = — 2.189 mK and = 2.188 mK. The correction for the cell

according to the thermal analysis method perfororethis freeze is 2.19 mK.

Even though, as a limitation of the methodyas been reported that the thermal
analysis method is dependent on the experimenparajus and conditions (e.g. due
to the existence of heat flux in the furnaces agsphransitions occur; the rate of
solidification; the possibility of an inaccurate telenination of the fraction of
molten/frozen metal) [11]. Considering this, thegmiéude of a freezing slope could
be erroneously attributed to the influence of inijees when instead it would mainly
be due to thermal effects. Indeed, investigatian®EB (Physikalisch-Technische
Bundesansta)f in Germany, have shown that the temperaturealerof furnaces can
influence the freezing slopes: some experimente \performed with different rates
of solidification and the outcome was that the Ipwee furnace set-point was in

relation to the fixed point temperature, the lariper slope was [39].



2.3.2.7. Direct cell comparison

The direct comparison of freezing curveswsaely usedde-factostandard method
of comparing the freezing temperatures. This metteahot be used to determine
absolute corrections for impurity effects, but che used to examine relative
differences between cells. To achieve the mosabidiresults it is essential that the
SPRT used for the comparison is stable, and tleath#trmal environment of the cells
is reproducible. In this investigation the same&ae was used for all five cells, which
were compared against the NPL national refereraedatrd cells. The SPRT was
carefully quenched and measured at the triple pufimtater between measurements
to express the comparison in terms of the ratithefresistance at the aluminium
freezing temperature and the resistance at thie tppint of water, namelyV. In
addition, all measurements were corrected for lsediting, hydrostatic head, and
pressure differences. As with all measurement®pegd in this investigation, the cell
was held in the molten state for 24 hours priobeginning the freeze. This allowed
for all the impurities in the molten state to horaoge by diffusion throughout the
metal matrix. The uncertainty budget for the corgmar measurements is shown in
Table 5.



Component Description Standard Uncertainty gens!tmty Uncertainty Contribution
oefficient mK
Al— Al Repeatability of readings (0 mA) 0.4 x 10’ Q/Q 1250 K 0.080
Al -B1 Uncertainty ofAl referenc cell 0.858 mk 1 0.85¢
Al -B2 Hydrostatic pressutcorrectiot 10 mm(+ V3) 1.6 mK/nr 0.00¢
Al - B3 Perturbing heat exchang 0.7 mK (=V3) 1 0.21¢
Al — B4 Self-heating extrapo_lation: bridge 206 of S.H. (3 MK) 1 0.035
current rati
Al — B5 Bridge linearity 0.5 x 107 Q/Q (= \3) 1250 K 0.036
Al - B6 Temperature cstandard resist 20 mK (+ V3) 1.05 mK/ppn 0.027
Al — B7 AC/DC, frequency, etc 0.7 x 107 Q/Q (= 3) 1250 K 0.051
Al - B8 Argon pressure in ct 2.6 kPe(+ \3) 7.0x 1C8 K/Pe 0.10¢
Sub-total at FP Al 0.897
TPW - Al Repeatability of readings (0 mA) 0.05 X'10Q 1000 K 0.008
TPW-B1 Uncertainty of TPW ce 0.034 mk 1 0.03¢
TPW-B2 Hydrostatic pressure correct 5 mm (+V3) 0.73 mK/n 0.00z
TPW-B3 Perturbing heat exchang 0.01 mK (+V3) 1 0.00¢
TPW — B4 Self-heating extrapo_lation: bridge 206 of S.H. (3 MK) 1 0.035
current rati
TPW — B5 Bridge linearity 0.5 x 107 Q/Q (= \3) 1000 K 0.029
TPW-B6 Temperature cstandard resist 20 mK (+ V3) 0.25 mK/ppn 0.00¢
TPW — B7 AC/DC, frequency, etc 0.27 x 16 Q/Q (+\3) 1000 K 0.016
Sub-total at TPW 0.059
Equivalent at FP Al 0.059 mk 4.2 0.250
Combined uncertainty k = 1) 0.931

Table 5: Uncertainty budget for the direct comparisf cells.



2.3.2.8. Difficulties in applying the methodologies

There are a few problems concerning applyegé corrections because a number
depend on reliable chemical analyses of the mé#&ensed for the construction and
characterisation of fixed point cells. Such anayae hard to obtain for the following

reasons:

 The measurement uncertainty of the impurity, whitimost cases can be in
excess of 100%;

* The uncertainty component of the measurement otiiii@s in a sample is
usually based only on the suppliers’ purity claifoffen batch analysis as
well);

* Another problem is that commercially available sedenerally do not have
detailed (and sufficient) information about impwrit

* Finally, some suppliers provide assays saying npuiities were detected
(usually because the analytical technique empldsekls resolution for the
required level of purity). In these situations,ist essential that additional

measurements be made, involving extra time andresepe

It is recognised the necessity to improve GDBi&lysis in order to allow
comparability and traceability to the techniquetisat the results are more reliable
(which includes the reduction of uncertainties aetlection limits for the elements
analysed) [14].

For thermometry one major issue related tounties is whether or not these
impurities actually change the temperature of the fixed point materihpurity
concentrations of less than 0.01 ppb would resutemperature changes no greater
than 0.2 uK [42]. By 2011, data on the influenceeath impurity on the phase-
transition temperature of fixed point materials &vemare [42]. In addition, the
information derived from phase diagrams were ndiably extrapolated to low
concentrations (< 1 ppm). These issues triggeredstindy of doping experiments at
low concentrations considering binary systemsf{ked point substance + impurity) x
Over 20 years of research on doping showeddhiateimpurities do not change the

phase-transition temperature of fixed point materaa discovery totally dismissed at



first. For example, studies have shown that immsithat are gaseous at the fixed
point material phase-transition temperature amgelgrextracted from the cell by the
process of ‘flushing and argon filling’. Though thanay, in some circumstances, be

some exceptions to this [30, 31].

Since those initial studies more impuritiesraveliscovered not to have any
temperature effect on certain fixed point materiaich could be explained as
suggested below [42]:

» the impurity is either insoluble or presents vama#i maximum solubility. If
the impurity suffers a reaction (i.e. oxidatiorije tresult is also insoluble;

* the impurity dissolves but later reacts with otltemponents to form an
insoluble compound, precipitating out;

* the dissolution of the impurity is inhibited or tgklonger than the experiment;
» the temperature change due to the impurity sanmplemnoticeable;
* the impurity is volatile;

» the impurity dissolves at first and subsequenthcte with other substances to
form a volatile compound.

For example, it is obvious that fixed poini€eontain oxides, mostly formed with
the fixed point metal. This oxide is not dissolrehce not changing the temperature
of the cell but being a potential reservoir for ggp for other reactions (formation of
insoluble impurity oxides, which precipitate out the metal, and consequently no
longer affecting its temperature) [43].

2.3.2.9. Controversy around the topic

Regardless of all methodologies developede@ @vith the issues of impurities
(whether endorsed or not by the CCT), as obsemdd5], there is disagreement
between the National Metrology Institutes (NMIs}wiespect to which methodology
to employ. Each institute seems to back a givermauetiogy. Historically the German
institute Physikalisch-Technische Bundesans(RITB) would support the use of the
SIE and OME methods, discouraging the analysiseefzing curves for the evaluation

of impurities. The French institute, at that timanred Bureau National de
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Métrologie— BNM, backed the use of estimates based on reies/e comparisons
of cells (ERC) whereas the Italian institute INR[\4tituto Nazionale di Ricerca
Metrologicg considered that the values assigned for the fp@dt cells should be
that of the ideally pure materials. The US NISI&a{jonal Institute for Standards and
Technologywould use a set of methods based on chemicayaésad application of
Raoult’s law) along with analysis of freezing cusv@nd comparisons of cells made

from the same batch of metal.

More controversy arose at thé'@@eeting of the CCT in 2003: it was stated that
the methodologies were not very reliable. Yet, #aswlaimed by one member that
there should be no correction for the cells duenjourities but their effect should be
included as an uncertainty component. The ideankahis that the national standard
cells are compared to one another during key cosgas, usually run by the CCT,
meaning that what matters is the difference in betwthese ‘real’ standards, not the
comparison of each individual cell to an imaginasal cell. “The reference cell of a
National Standard should bear the reference teryeravhich is equal to that defined
in the ITS-90, and the information about possilifeecence between this cell and the
reference cells of other countries, obtained thinoldgy comparisons” [16]. This
assumption is in accordance with [35] in that ewvegly made with the required pure
reference materials should be assigned with theevaéfined in the ITS-90. Finally,
when the ITS-90 fixed point values were definedtatseand filling techniques were
probably not as refined as they are now, so modaeiis should have better
performance in relation to 20+ years old cellsview of these continued issues and
controversies it is clear the thermometry commuwituld benefit from a consensus
related to the influence of impurities on fixed mocells. It is in this context that this

work on Al has been performed.

2.3.3. Previous investigations at the freezing point of aluminium

Among the fixed point metals in the temperattange applicable to a long-stem
SPRT, aluminium is known to be the most sensitiwveokidation, and that its

uncertainty due to its impurities is known to beoader of a few millikelvins. Several



studies attempted at finding a solution to this teratFindings from the main

investigations are summarised below.

According to [19], one of the main sourcecoftamination is using the metal in
form of pellets and casting the cell in steps: mexposure of the metal to the
environment will occur due to the shape and théasararea of the pellets (in total,
greater surface area will be exposed). In additiba,use of pellets requires more
fillings steps (usually four or more, as reportedt in regular practice it could be as
low as only two). Instead, there is a recommendataise cylinders/ingots or rods in
order to fit in the internal volume of crucible,tbwith a central hole to allow for
graphite well placement [18]. The main reason s ts the high affinity aluminium
has with oxygen, which would form the oxide:®4 (although some other researchers
seem to benefit from this reaction as they considerms a protective layer around
the pure aluminium material [25]). Nonetheless, sheuld be concerned about the
manufacturing of the customised-size cylinder aswobuld probably cause

contamination during the casting as well.

In [19] a novel technique was proposed forhiug the graphite re-entrant well
while the aluminium was molten during the castihthe aluminium ingot. It consisted
of the addition of balancing weights on top of gnaphite well so that once the metal
became liquid, the pressure added by the weightddaxforce the well to its intended
position, without having to open the cell during firocedure. According to this, the
cell made from aluminium rods showed better reshlis the cell made with pellets,
while the balancing weights method proved to beatife [19].

In order to acquire more knowledge on the tbieha of impurities in high purity
aluminium, a myriad of doping experiments was earout. In [26] an aluminium cell
was doped, in series, with a total of 13 impurifiég, Ca, Cd, Cu, Fe, In, Mn, Ni, Sb,
Si, Ti, Zn and quartz), chosen according to thelltesobtained through chemical
analysis (major contaminants found) and the onegelyiknown to considerably
influence the phase transition temperature of atium. The cell was installed in a
high temperature calorimeter and the temperatuesorements were performed using
a PRT. It was observed that the presence of imesirdould lead to uncertainty in
determining the total melting time (hence the dedudquidus point) and poor



immersion profiles (10 mK over the bottommost 10afthe well). According to the
results, among the dopants tested, the most signifi influence came from
titanium (3.30 = 0.09) mK/ppm.

The possible permeability of quartz glass éone gases at high temperature
(including the phase transition temperature of ahum) was studied by [27]. This
assumption was based on the observation on a comerement of pressure inside
the cell. Some (very unusual) gases were testeds®mwith fixed point cells: argon,
nitrogen, helium, air and carbon dioxide, from whinly nitrogen did not leak (or
was not absorbed by the aluminium inside the ctedwer eight days. It suggests the
realisation of aluminium triple point instead oethr'S-90 defined freezing point in

order to eliminate the pressure dependence.

In 2008 a project was established, coordindtgd NE-INM/CNAM (France),
under the auspices of EUROMET, in order to mainiprove European temperature
standards and reduce the uncertainty of primamdfigoints (by a factor of two or
three). This was started after the conclusionttiere were unexplained discrepancies
in results (alongside a relatively large spreadth&f uncertainty components) of
comparisons carried out in the previous decade. [®5]part of this project, a new
generation aluminium cell was developed at LNE-IIMAM, accounting for all the
following issues: effect of impurities, chemicaladysis, cell material, protocol to
clean the container, filling process, control oé tihhermal process and the effect of
pressure. In addition, it was highlighted that thal disturbances could affect the
phase transition, leading to a non-uniform displaeet of the solid-liquid interface (if
it moves at different rates in different placesgauld cause a thermal short circuit
between the sensing element of the SPRT and tmaderin that area). The cell
constructed during the investigations containednalium of 6N5 purity, with a
maximum impurity concentration of 445 ppb, accogdim the assay. These impurities
would amount to 0.30 mK (0.15 mK due to the impesitwhose liquidus slope is
known, yielded by SIE; and 0.15 mK calculated by B®Whethod for the other
impurities, as in the hybrid method). If the impyreffect was determined via OME
only (considering that the liquidus slope of sommurities are not known), this

estimate would be 0.59 mK.
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Observations on an old aluminium ingot indeckthat a possible reaction (physical
or chemical) between aluminium and carbon couldehascurred: the aluminium
surface was granular and not bright [25]. Accounfior this, when they constructed
the cell studied in the paper, they took advantddbe aluminium oxide film formed
after the exposure of the metal to air/oxygen fgmeed to [19]), which is unavoidable
considering the high affinity high purity aluminiupnesents for oxygen. It was based
on the assumption that this oxide does not mix wéither liquid nor solid aluminium
phases (consequently not affecting the temperaitirdne phase transition of the
material). This oxide film is then intended to matthe pure aluminium, avoiding its
contact with the graphite surface and the possitié&ing reaction with carbon. This
measure turned out to be very successful as tispgated the new ingot and it seemed
not to have reacted with carbon. However, the nethhad a few craters (in some the
re-entrant well was even visible) along the sidéhefingot, which suggests it was due
to the presence of a gas, but it still has to bdist in depth. Even though they used
the best materials and were very meticulous whestaacting the cell, the outcome
did not match their efforts: the new cell (6N5) septed a freezing curve slope
equivalent to 3 mK, while the older cell (6N, cansted in 1997) presented a slope
of 1.1 mK.

In [28], it is addressed that some pollutionld be brought to the fixed point ingot
by the cell surroundings (especially the furnatetineat pipes and heating elements).
This was based on the same cell reported in [2%. Gell was filled with 3 cylinders
of aluminium (one with diameter 32.5 mm and hei@hnm; the other two had
diameter 32.5 mm and height 104 mm, but with arcleell of diameter 16.4 mm).
After some measurements, the ingot was extractetbetanspected and it was
discovered that after the degassing that could haesoked the craters, they
disappeared but the ingot presented some yellolectefns on its surface. The
chemical analysis detected important contamindasMg, S, Fe, W. A fast decrease
of pollution in the thickness of metal was obsernied sodium still remained up
to 100 um depth. The origin of these pollutantsuposed to be: Na (diffusing from
Inconel, silica and graphite walls); Fe (the Indagrevelope of the heat pipe); W (the
furnace heating resistance); Mg (furnace thermsllators). The author assumes the
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silica envelope of the cell presents a porosigome areas that allows the contaminant

vapours penetration.

Another research [29] investigated how theetspent in the liquid phase (after the
completion of a melt) could impact the behaviouracdubsequent freezing plateau.
They studied both the time spent and the temperatioove the phase transition. The
time spent varied from 30 min up to 61 h. The terapges were 0.5 °C and 3.8 °C
above the melting point. The freezing points wékearied out in the same manner:
i.e. induced nucleation in both the outer and insroundings of the ingot; the
furnace set 0.2 °C below the phase transition teatpes. The freezing plateau was
considered finished when the SPRT read a variati@ pK-mint. Their conclusion
was that, for aluminium, the metal should remairiterofor at least 25 h before the
freezing point induction, irrespective of the temgtere at which the metal was kept
liquid. Optimal freezing range was obtained witk tell left for around 38.5 h in the
liquid phase before inducing nucleation. This tohueation is of course impractical for
repeated measurements. After around 300 h at aetamope close or equal to its phase
transition, the cell was opened and its ingot wmapécted. They observed some yellow
reflections, black zones and disturbed zones owtlker surface of the ingot. Several
analyses were carried out so as to detect thelgpesmnpurities. The material was
sampled in seven different regions. The main intasriwere Na, S, P and Mg. The
upper part of the ingot was the most affected apeasibly due to gravitational
segregation (difference in density). The impuritd&sand Mg are attributed to furnace

materials. The purest aluminium was found closhéahermometer well.

Doping aluminium cells was also performed 30][ They tested different
concentrations of the impurities copper, silicod &tanium, considering each of them
to form a binary system with the aluminium matrbhe conditions at which the
investigation was done were the same as regulatlfos conventional measurements
and calibration services. After each doping, tHis egere kept at 5 °C above the phase
transition temperature for several days to ensym®per mixing of the impurities. In
ideal conditions, the purer the metal is, the délathe plateau will be. For comparison
purposes, the maximum value of the freezing plat@aas used in order to qualify and
compare the cells. According to the results obthittee aluminium freezing point was
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shifted at the ratios 643 mK/ppmw, —0.85 mK/ppmw and +3.2 mK/ppmw, as
polluted by copper, silicon and titanium, respedipy It was stressed that SPRT
stability is still a major problem at this tempen&t Due to the high ratio at which
titanium changed the aluminium phase transitionpenature, a few years later, its
influence was investigated again [31]. They dopé&d @&@uminium with 99.8 %
titanium, with two concentrations: 0.9 ppmw and gg8nw. However, according to
the experimental data, the temperature change dadogditanium was found to
be (+5.1 + 3.0) mK- ppmW Subsequently an offset to the GDMS analyser wasd
and when taken into account, this impurity senigitiwould be +3.4 mK:ppmw;
similar to other studies.

The methodology for measurements applied @ f@cused in the furnace set-
points being changed in small steps: the aluminngot was melted by increasing the
furnace temperature from -1 °C to +1 °C above thasp transition temperature.
Afterwards, the temperature was increased by 2rftCtlae metal was left for 1 h for
homogenisation in order to promote uniform impudtsgtribution. Then, the furnace
was brought back to +1 °C above the phase trandiéimperature and left for 2 h so
as to have the metal annealed at a temperatutesesto the fixed point temperature
as possible. Their conclusions included: readys®e-tylinders produces better results
than pellets; the 6N5 cylinder cell was better tti@n6N cylinder cell. Indeed, to date,
the highest purity available at sufficient amounptoduce a fixed point cell was 6N5,
which is quite difficult to obtain commercially and addition, the cost of 6N5
aluminium is 5-10x higher compared to the widelyaitable 6N. However, the
conclusions from investigations with 6N5 aluminiane mixed and therefore the use
of aluminium with this level of purity does not segustifiable given its cost and

doubtful performance.

! Parts per million by weight (mass fraction)
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2.3.4. Delimitation of the study

In this section, | describe the limits of tlesearch. | focus on the fixed point of
aluminium and in particular the freezing behaviaidrdifferent samples of pure

aluminium.

Melting plateaus are not used for cell evatuatue to their lower stability in
comparison to freezing plateau and also the ditffcon defining the melt-off point
(the end of the melting curve) and hence the detetion of the liquid fractioir (and

its inverse) with great accuracy.

At the early stages of investigations of imfyueffects on fixed point cells, an
approach based on Raoult's Law was proposed. linass that the transition
temperature of the pure substance can be deterrhbineditable extrapolation of the
measured temperature as a function of the mol&ctién of the sample (as if the
impurities were colligative, i.e. dependent ondh@unt rather than the nature/type of
impurities). This method is also used to deterntiweepurity of materials in Chemistry
by means of calorimetry. It was even considerethbyBIPM Consultative Committee
for Quantity of Substance (CCQM) as a potentiainany method for the amount of
substance measurement. However, its main drawlsatlai it assumes all impurities
to be soluble in the liquid but not in the solidagk of the matrix, whilst some well-
documented systems were reported to exhibit saamfisolubility of impurities in the
solid state, or even presenting greater solubititthe solid rather than in the liquid
phase. This would mean a completely different betuaof the impurities: instead of
decreasing the temperature as assumed, impuriiebls in the solid state will
increase the fixed point temperature [14]. Indester references [10, 11, 44], as
mentioned before, explain that it is of major intpace knowing the specific effect of
a given impurity, as some can either change or maveffect at all on the phase
transition temperature of the matrix material. Tigkinto consideration these issues,
methodologies based on the Raoult’'s law should g@ied with caution (which
probably is the reason why estimates yielded aaugrtb the OME methodology
should not be applied to correct temperatures duehé effect of impurities).
Furthermore, methodologies described in [45] weteascounted for this research due

to their lack of consistency.
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This study specifically investigates the apgion of the main methodologies used
to correct the freezing point temperatures of figetht cells for impurity effects — the
SIE, the OME, the Hybrid SIE/Modified OME, the Siélmeodel, the gradient method,
the thermal analysis (or ‘1/F method’) and the cimmparison of cells. In order to
better characterise the impurity distribution ire taluminium samples utilised to
construct the cells for this study, samples werepared and additional GDMS
analyses were performed by three independent lady@s. The ultimate objective is
to be able to determine the correction methodoothat are more consistent across

the cells that were studied.
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Chapter 3

Construction of the aluminium cells

The research in this thesis centred on thetoaction of aluminium fixed point
cells from different batches of aluminium provided different suppliers. As such
meticulous care had to be taken to ensure thttetells were constructed in a similar
way, avoiding contamination. Initially the firselt constructed was intended as a
prototype, by means of which the construction pseceas tested. However, once the
construction of this cell was completed and itsstarction deemed successful (and
hence the construction procedure was satisfaatotiyput requiring amendments), the
first cell was kept as the first to be tested. TDhleer four cells were constructed
following the same process. This process incluthiegselection of materials employed

to the assembly of the five cells is describedia thapter.

3.1. Selection of matenals

The intent of this study was to investigategible changes in the phase transition
temperature of high purity aluminium due to theseffof residual impurities. As such
it was of paramount importance to restrict theafaitity of the system (chief of which
was the fixed points themselves but of course aeduthe measurement systems as
well) to the different samples of the metal alo@ensequently, all other components
of the fixed point were of the best quality avaiéahnd identical in all cells, handled
and prepared rigorously according to the same puoeebefore being used for the

assembly of the cells.
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3.1.1. Description of the Aluminium samples

In order to achieve some variability in bolle tquantity and nature of impurities
present in the aluminium used for constructiorhefguite of fixed point cells, batches
of aluminium were obtained from five different slipps: one from the UK (New
Metals and Chemicals), one from Japan (Sumitom@®ation) and three from the
USA (Alfa AesarESPI Metals and Honeywell).

Despite not being commercially available yhiminium can currently be purified
to the level of 99.999 99 % (7N), as reported 8][4 he purest it can be procured at
is 99.999 95 % (6N5), although at the time of smg¢he materials for this research
only one supplier was verifiably able to produceHbwever, the purification of
aluminium at these levels of purity is an extremdljne consuming and
expensive process. Due to this, the purity of thenaium samples studied here
was 99.999 9 % (6N). This decision was also regddrby the fact that the vast
majority (if not the totality) of aluminium cellshich constitute ensembles of national
standards for the realisation of the ITS-90 hawenlmnstructed using 6N aluminium
for decades. Still, using purer aluminium than 6Nhhnot effectively produce purer
cells because it is possible that some impuritiegccbe introduced by the interaction

with the argon and graphite (currently not avadgtlirer than 6N) at this temperature.

It was decided that the metal samples shoaiglipplied in the form of shots/slugs,
mainly because of ease of sample handling. Thepgocebeing the sample material
from Japan, which was supplied as a 3 kg monolithock (from which the required
portion of the material was extracted) (figure Bhis was because the supplier
specialised in bulk sales only and 3 kg was thamum that it could provide (and in

fact generously donated to this study).

-67 -



Figure 8: Metal samples supplied to this studyaAdesar cylinders (top left), ESPI
shots (top centre), Honeywell shots (bottom |&gw Metals slugs (bottom centre)
and the Sumitomo monolithic block (measuring 200 mi0 mm x 43 mm).

3.1.2. Description of the graphite components

The graphite crucible, re-entrant well, crieilcap and heat shunt discs were
manufactured by the SGL Carbon Group. They wereenvaith specialty graphite
(fine grained, isostatically pressed), grade SIGRE® R6300-P5, whose ash
content is stated as being below 5 parts per mijlligom. This corresponds to a
nominal purity of 99.999 5 %. After the machininfglee graphite components (by the
manufacturer) was complete, they were subjectdxbtio a purification process and a
final ultrasonic cleaning. They came supplied gm&e sets, each set containing the

required parts to construct one cell (figure 9).
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Figure 9: A set of specialty graphite componentSEBAFINE R6300-P5, purity
99.999 5 %), supplied in vacuum sealed bags, selestd ready to be baked.

Apart from these components, the cell waslated by adding layers of high purity
graphite felt on top of the assembled crucible. Té¢iewas also supplied by SGL
Carbon Group. The grade of the felt was SIGRATHERGIRAS, with nominal purity
of 99.998 % (ash content below 20 ppm) (figure 10).

Figure 10: Graphite felt discs (SIGRATHERM® GFA&yrpy 99.998 %) cut to fit
the internal diameter of the quartz envelope, alkwing the insertion of quartz

re-entrant tube.
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3.1.3. Description of the quartz tubes

The cell was encapsulated in a quartz envelagifea re-entrant well inserted in
the graphite thermometer well. These tubes wereufaatured by Cambridge
Glassblowing, a company which NPL has used for mgesrs. Each fixed point
crucible had its own quartz envelope and re-entvegit. The dimensions of the
re-entrant well were 470 mm (length) x 10.5mm ¢ame diameter, wall
thickness 1 mm). The dimensions of the envelopewW&0 mm x 50 mm (outside
diameter, wall thickness 2.2 mm). Furthermore, dhraledicated Ilonger
envelopes (750 mm) were used: one for the bakinigeofachined graphite parts, one
for the baking of the graphite felt discs and ametlie casting of the ingots inside the
graphite crucibles.

The tubes were supplied in a clean state.clémning procedure adopted by the
supplier consisted of a hydrofluoric acid soakdaléd by a deionised water rinse.
After this, the tubes were rinsed with acetone aveh dried at 120 °C. The tube of
the re-entrant well and the envelope both had thearnal surfaces partly sandblasted
(in the region to where temperature gradients fbatween the furnace core and the
ambient). It has been shown that sandblastinggsimred because it promotes better
temperature homogeneity throughout the cell (thinotlge scattering of thermal
radiation) and helps to control overheating of ploetion of the cell which protrudes
from the upper part of the furnace.

3.1.4. Details of the argon gas

Argon gas was used to maintain the pressusedenthe quartz envelope
atmospheric at the melting point. It is common pcado realise metallic ITS-90 fixed
points at atmospheric pressure (101 325 Pa) at mheting point (as recommended
by CCT) as the melting/freezing temperature is ciéfé by the pressure of the
surrounding gé&s The argon used within the cell was 99.999 9 % (6.0 grade),
contained in a dedicated cylinder, supplied by Piioducts and Chemicals. The gas

2 At the freezing point of aluminium, the temperatuariation with pressure is equivalent to 70 nK/Pa
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was employed to initially flush and purge the systnd to set the pressure inside the
quartz envelope. When in use, the argon proteasgtiaphite and metal from
oxidation. Furthermore, the use of inert gas impsothe thermal contact between the

fixed point metal inside the crucible and the themmeter.

3.1.5. Other materials

Apart from those components, other materiasdufor the construction of the

cells were:

 Room temperature vulcanisation (RTV) silicone, nfaotured by Raytech
(working temperature up to 200 °C), for the castificga specially designed
gasket to seal the cap onto the quartz tube;

e Quartz rod used to push/position the pieces insidejuartz envelopes and to
push the graphite re-entrant well to be fitted he graphite cap (resisting
buoyancy until the metal solidifies);

» Lint-free cleanroom laundered wiper Microseal® 120@de of polyester knit
fabric) used when cleaning quartz parts;

» Lint-free cleanroom nonwoven wiper Durx® 770 (madla blend of cellulose
and polyester) used for general cleaning and liningenches before handling
the parts and for sliding the crucibles insidedbartz envelopes;

» Kaowool ceramic fibre for insulation of the furnace

* Rubber o-rings;

» Disposable powder-free latex gloves;

» Disposable polystyrene weighing dishes;

e 3M Wetordry Tri-M-ite sanding paper, series 734 ®80

» Expanded polyethylene rigid plastic foam blocks;

e Vacuum storage bags and

« Jeweller's saw — for cutting the samples off theadese supplied Al block.
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3.2. Preparation of materials

In order to cast the fixed point ingots insithe graphite crucibles, parts were
inspected and a regular procedure establishedefmape the materials for use. They

are described as follows.

3.2.1. Handling and inspection of parts

All parts were kept in their original packagiantil they were used. The materials
were handled using disposable latex powder-fregeglon order to guarantee their
cleanliness. The graphite and quartz parts wepectsd to check for faults (especially

cracks) and if the dimensions matched the spetiicsiin the drawings.

3.2.2. Auxiliary equipment

The auxiliary equipment used in the constorctf the cells comprised:

* A laminar flow workstation manufactured by Bassaimited, model K2V,

« A Pfeiffer HiCube 80 Eco turbomolecular pump;

» Calibrated scales from Fisher Scientific, model 812;

* A Carbolite three-zone furnace, model TZF 12/75{700

* Cooling fans;

* A water circulator coupled with a water bath, matifired by Grant, model
Optima TC120-R4;

* Gas handling system with a calibrated pressure ggangnufactured by GE
model Druck DPI 104;

* A leak detector manufactured by Oerlikon Leybold cMam, model
PhoeniXL300, equipped with a turbomolecular pumpaas spectrometer and
a helium sensor and

* A cylinder containing high purity helium (99.999 %upplied by BOC

Industrial Gases) used in conjunction with the Idatector.
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3.2.3. Further cleaning of quartz parts

Even though the quartz pieces (envelopes,andse-entrant tubes) were supplied
cleaned, individually sealed in plastic sleevesytivere rinsed with analytical grade
acetone before use. For pieces that aided theractieh of the aluminium cells (rods
and the dedicated envelopes for baking the graphiiehe one for casting the ingots)

this procedure was repeated whenever one of thetewas used again.

3.2.4. Furnace tests

Firstly, the tree-zone furnace used for thestauction of the fixed point cells was
tested in order to measure the controller offsetnfrthe melting temperature of
aluminium. After that, its temperature profile astdbility were determined using two
thermocouples. These measurements were used tonisenthe thermal gradient
within the furnace. This was very important espiclzecause a minimal temperature
gradient is required when melting the metal to tastingots. The furnace was set up
so that the graphite crucible was positioned atrtfust homogenous temperature
profile of the furnace, which after some adjustrsantthe zone controllers, became
the central zone (which had a uniformity of 2 °Gao24 cm, tested at 660 °C). The
measured gradient was acceptable for the manuéofuhe fixed points because the
aluminium ingots would be cast at 10 °C above itsltimy temperature. The
homogeneity tests were not performed at higher ésatpres as rigid control of

temperature was not required for baking the gragbeirts.

3.2.5. Manufacture of gaskets

When testing the seal of the metal cap withgbartz envelopes, it was observed
that the o-rings were not able to completely deaktystem. This was an issue because
oxygen could harm the graphite pieces at high teatpees, especially while baking
them. However, operation with fixed point cells dee@ to occur at a set

pressure (101 325 Pa). A series of different thingse attempted to solve this issue

-73 -



and eventually a gasket made with RTV siliconeygishe metal cap itself as a mould,
made the system sufficiently airtight (best vacuaround 0.3 Pa; leak rate below

minimum level, 1 x 18° Pa-l/s).

The manufacture of the silicone gasket coedistf weighing both of the RTV
silicone components (at the ratio 1:1) and mixingluhey formed a homogeneous
viscous liquid. Then, this mixture was poured itite mould, which consisted of the
metal cap (placed upside down on top of a bras&lstaith a stainless steel cylinder
of 50 mm diameter at the centre. After around 10ut@s, the vulcanisation of the

silicone was complete and the gasket extracted thenmould (figure 11).

Figure 11: Highlights of the manufacture of thelkgasnade with two-part RTV
silicone. From top-left: weighing and mixing thenggonents; pouring the
mixture into the mould; vulcanisation of the siln@and extraction of

the gasket from the mould.
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3.2.6. Baking of graphite pieces

Prior to casting the aluminium ingots, the maed graphite pieces needed to be
baked at a high temperature (1100 °C), in vacunmrder to clean it from any residual
impurities arising from the machining of the piecAsy impurities still present in
the material would be volatilised at that tempemtiand extracted by the
vacuuming. When the graphite pieces were subsdguesed at the intended
temperature (660 °C), impurities that would haverbeolatile up to this temperature
(which could potentially migrate to the high puritetal) would have been extracted
from the graphite, hence preventing contaminatioth® aluminium samples. For the
construction of any fixed point in a graphite chlei this procedure is generally

realised at a much higher temperature than thedet use.

The fitting of the graphite pieces was chediefibre the baking procedure so that,
if required, any adjustments were made before ¥ baked. If needed, the pieces
were adjusted by gentle abrasion with sanding pégdrwetordry Tri-M-ite). The
pieces were baked as a set, which contained a# paguired for the construction of
one cell. They were inserted in the quartz envelbgdicated for the baking of the
machined graphite parts. After that, the quartztulas inserted in the furnace so
that 15 cm of the tube protruded from the furnacerevent overheating of the rubber
gaskets in the cap. Some insulation (kaowool cerdibre) was also placed in
between the upmost part of the furnace alumina &umoethe quartz tube. The quartz
envelope metal cap was fixed at the top with afineections already in place (silicone
hoses for water cooling and gas hose for gas dxirac The water circulator
(connected to the cap via the silicone hoses) waedl on. Then, the central hole in
the cap (originally designed for the re-entrantl)wehs blocked by a 10 mm quartz

rod and rubber o-rings. The set-up is shown inrédlLP.



Figure 12: Set-up for the bake of the graphite gseand casting of the ingots.

The turbo pump was turned on and the systérolbe evacuated until the pressure
was below 1 Pa. After that, before turning the terafure up, the seals between the

metal cap and the quartz parts were leak testddtiatleak detector (figure 13).
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Figure 13: Testing the seals in the metal cap thighleak detector.

In order to prevent over-heating of the prding section of the quartz envelope,
two cooling fans were directed at the tube. Thendue was turned on and set
to 1100 °C at a ramp rate of 10 °C/min (which dasesl gradually as the furnace
temperature increased, especially above 600 °Q)e @meached the set-point, it was
left baking for a period of 48 hours (figure 14).
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Figure 14: Graphite crucible assembly during bakela0 °C.

The cooling fans proved to be efficient astdmaperature of the tube region close
to the cap was around room temperature. After &heaur baking cycle, the furnace
was set to 20 °C. It was important to leave thadae running because although the
controller would cut the power of the main heatleg, auxiliary ones (top and bottom
zones) would continue to equalise the temperatypresenting the build-up of large
temperature gradients (> 100 °C). Once the furmeaehed ambient temperature, the
turbo pump was switched off and the pieces extdattan the quartz envelope. All
five sets of machined graphite pieces were bakedrdmg to this procedure.

After all five sets were baked, the graphié fliscs were cut and also baked,
following a similar procedure, in a separate tubaraund 1000 °C for 40 hours. The
lower temperature used for the felt discs was dube softening of the quartz tube,
noticed after the first bake of the discs attemptietl100 °C. Approximately 60 discs
were baked at a time as it was the maximum thdtldaun the bottommost 50 cm of
the quartz envelope which was required to guaraatkeliscs were exposed to

approximately the same temperature.
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3.3. Construction of the cells

After the above preparatory steps, the metahptes were cast in the baked
crucibles. To preserve the purity of the samples,donstruction followed the same
procedure in order to guarantee that the fixed tpoétls would be constructed in a
manner as systematic and reproducible as pos3ibéemain aspects of this stage are

described below.

3.3.1. Design of the fixed point crucibles

The fixed point cell design was based on amdong standing use by the
thermometry team at NPL. Only a few minor desigtaite were adapted for the
purpose of this research. It was considered thedutid be advantageous to keep most
of the common practice of the NPL. Taking into agdothat the equipment and the
realisation procedures employed in numerous NMistafsly the world leading
institutes) are similar, the results of this stadyld be directly applicable to standards
in other institutes. The fixed point cells from NMPave successfully shown their
performance through key comparisons [47, 48], wiité results registered on the
BIPM key comparison database (KCDB) [49] and astedl in the BIPM calibration
and measurement capabilities (CMC) database. Thredeaign modifications for this
study were related to the quartz envelope, whoseemkions had to be changed
because of the diameter of the furnace worktubd usth the fixed points (52 mm).
In addition, the design of the quartz re-entranil wethe cell was modified (limited
to 470 mm in length and 8.5 mm in inner diameterrder to allow for the insertion

of a wide range (almost all types) of long-stem $®Rigure 15).
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Figure 15: Schematic diagram of the aluminium fix@dht open cell design used in

this study (drawn to size to check the fitting lnd tassembly, scale 1:4).

The fixed point system in figure 15 consistsaohigh purity aluminium ingot
contained in a graphite crucible. The casting efitigot will be described later in this
chapter. Above the crucible assembly, there is latisun (graphite felt discs)
interspersed with graphite heat shunts. The fb@dtsystem is enclosed in a quartz
envelope and has a quartz re-entrant well forrkertion of the temperature sensors

into the fixed point ingot. The whole system isledavith a water-cooled metal cap.
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The crucible assembly was intended to acconateodnough metal to provide
adequate immersion depth for the sensors to be umsdde finalised cell. For

illustrative purposes only, the relevant dimensiohghe crucible and graphite re-

entrant well are shown in figure 16.
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Figure 16: Dimensions of the crucible and re-entvegll (scale 1:2).

The internal volume of the crucible is 97.6d°cConsidering that the density of
liquid aluminium is 2.71 g/cA50, 51], the mass of aluminium required to filch
cell should be 231.91 g. This gives an immersigutldéor the thermometers, into the
ingot, equivalent to 172 mm inside the thermometmd! (figure 17).
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Figure 17: Fixed point crucible assembly (scalg.1:2

These volume calculations include a total@fdm gap in between the surface of
aluminium (in the liquid phase) and the crucible.cg@his gap allows the equivalent
thermal expansion of the molten ingot for a temppeeaincrement of around 10 °C
above the melting point. This is a safety measoinerévent breakage of the cells in
the event of overheating. Preventative care inrdggrd also includes: melting the
cells only at 5 °C above the melting point (so thatgap still allows some expansion)
and setting the furnace controller to cut the faenpower off if it ever accidentally
reaches 10 °C above the melting point.
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3.3.2. Procedure for casting the aluminium ingots

In order to ensure the purity of the metaljrythe whole process, the metal shot
was never handled, not even by gloved hands. Thexg woured in small portions
from the shot containers to polystyrene weighirghds and then after the shot was
weighed the shot was transferred directly to thecibte. All this handling, from
opening the containers of the aluminium samplegaiaring them into the graphite
crucibles, occurred inside the laminar flow cabinedn attempt to prevent particulate
contamination. The exception for this was the blatkaluminium supplied by
Sumitomo, whose handling was more complex: it negliextracting small portions
of the metal with a jeweller's saw. In order toijdhe block of aluminium had to be
secured by a vice (figure 18). During the proctssmetal was only handled by gloved
hands and the section that would be in contact thighvice was wrapped in multiple
layers of cleanroom wiper Durx® 770 (also to protde material from indentation

caused by the serrated jaws of the vice).

b

Figure 18: Block of aluminium supplied by Sumitoneady to be cut.

Due to the high affinity aluminium has for @an, especially at this level of purity,
oxidation at the surface of the metal shot wasitable. However, it has been reported
that, for aluminium, this oxide layer, instead eifrig a source of contamination that
would affect the phase transition temperature ofmahium, it actually protects the

core metal from being contaminated. This happeoause the oxide formed, A3,
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Is immiscible (not dissolved) in the pure aluminiumatrix, hence precipitates
out [25, 42, 43].

Due to the interstices between the shot,dted imass of the ingot could not be put
into the crucible in a single fill, instead twdifilgs were required to completely charge
the crucible with the required amount of aluminiufime first filling consisted of
approximately 200 g of aluminium shot, weighed ma#l portions with the aid of
weighing dishes (figure 19). From the polystyrerghds, the metal was then poured
directly into the crucible (figure 20).

Figure 19: Weighing the portions of aluminium tartsfer to the crucible.
The first four cells were constructed with metahgées in the form of shot or
slugs (left). The last cell (Al-S) was made usihgxanium blocks cut from the

larger sample sent by the supplier (right).

Figure 20: Crucible containing 200 g of aluminiuhot ready to be melted.
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After the crucible was filled with the alumimn sample it was covered with its cap
and carefully inserted into the quartz envelop¢ethat, the quartz tube was inserted
in the furnace and the metal top cap added. A guadtwas also inserted in the central
hole of the metal cap to make the system airtightbking the rod through a retaining
nut. The turbo pump was started and the systemwvatido be evacuated until the
highest achievable vacuum was reached (aroundd).3Ris step from switching on

the pump to achieving the highest vacuum took atelhminutes.

The furnace was then turned on and its cdatrevas set to 650 °C. Once this
temperature was reached (approximately 2 hours),leepreparatory process was
carried out before proceeding to melt the alumingample. This process was started
by closing the vacuum valve and slowly filling tipeartz envelope with pure argon up
to a pressure around 103 kPa (slightly overpresation). Then, the gas valve was
locked and the system was gradually evacuated agatil the pressure went
below 1 Pa. At this point, the process of fillingetsystem with argon and purging it
was executed again. The final step, before initgathe melt, was refilling the system
with argon up to a pressure close to 101 325 P& pitocedure is necessary as it
eliminates any impurities before the actual meliding these contaminants from
mixing with the pure material once it becomes liljuhs soon as the system was
pressurised to the intended pressure at whichhheeptransition occurs, the furnace
controller was set to 670 °C (nearly 10 °C abowerttelting point of aluminium) to
melt the samples and cast a solid aluminium ingside the graphite crucible. After
about 3 hours of melting, the furnace was turnesirdto 20 °C and allowed to cool
naturally (aided by the zone controllers to avbiel formation of massive temperature
gradients along the furnace tube). Once at roompéeature, the system was
dismantled and the crucible extracted from the tguanvelope and inspected inside

the laminar flow cabinet (figure 21).



Figure 21: Inspection of the ingot formed from finst load of metal.

To complete the process the second filling wasformed as follows. The
remaining required mass of metal (around 32 g, ftbensame batch) was weighed
and poured on top of the already cast ingot. Intewid the crucible cap was placed in
position and this time, the graphite re-entrant wels inserted among the metal shot.
After that, a quartz rod was introduced in the grgpre-entrant well to assist the
correct final positioning and fitting of the grapaicrucible assembly. The height of
the re-entrant well that was yet to be insertethea metal ingot was measured and
transferred to the portion of the quartz rod imrasgely external to the envelope

assembly (figure 22). This height was typicallyward 130 mm.
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Figure 22: Measurement of the height of the reasttwell to be pushed through the
metal once it becomes liquid (left). Height tramefd to the quartz rod to indicate

when the insertion was complete.

In order to complete the crucible assemblg, ¢itra sample of metal must be
melted and the graphite re-entrant well insertdd the molten metal ingot. For
melting the aluminium, the same procedure was a&doas for the first filling, from
initially increasing the furnace temperature taially setting the furnace temperature
above the metal melting point temperature. Appratety two hours after the
initiation of the melt, the retainer nut on the ¢gbt metal cap was loosened and the
guartz rod carefully pushed until a solid portidmuetal ingot was encountered. Once
it was not possible to move the quartz rod furtimerthe retainer nut was then
tightened, securing the quartz rod at its new insier depth. The pressure in the
system was checked and adjusted. Results variedgbuaerally, each attempt at
pushing the rod caused it to move 35 mm inwardsawgrage. This process was
repeated at every 40 min or so until the re-entvegit was fully inserted into the
crucible. The furnace was then turned down to réemperature and allowed to cool
naturally. Once cold, the system was disassembiddtze crucible inspected again
(figure 23). If the procedure was successful, taeemtrant well was locked by a
graphite retainer cap because future melts couldecthe well to float upwards due to
the effect of buoyancy of aluminium. At this staagsembly of the graphite crucible

was complete.
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Figure 23: Inspection of the ingot after insertadrihe re-entrant well is complete.
The gap allows for the expansion of aluminium ortimg (caused by the difference

in the density of aluminium, from solid to liquid).

3.3.3. Final assembly of the cells

For the final assembly of the cell, insulataord so forth, the graphite crucible was
inserted in its permanent 480 mm quartz envelopdpp of one disc of graphite felt
that served as cushioning. After that, above theible assembly, some graphite felt
discs (6.7 mm in thickness) interspersed with gtapshunt discs (2.0 mm in
thickness) were inserted. The felt discs actedhasrial insulation of the crucible (to
prolong the phase transition curves) while thedsgtaphite discs served as thermal
links between the furnace temperature and the thmeter inside the cell (to
compensate to some extent for heat losses alorfgRRE stem). The arrangement of
these discs was: 6 sets consisting of 4 felt diggsed by one shunt disc. Above the
last set, other three felt discs were used to cetafghe insulation, the total length of
which was around 185 mm. The discs were pushegogition with the aid of a clean

quartz rod. After this stage was finished, in ordecomplete the assembly, a quartz
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tube was introduced through the insulation untiedached the bottom of the graphite
re-entrant well. A complete crucible, insulatioryagz envelope and metal cap

assembly is shown in (figure 24).

Figure 24: An assembled aluminium cell ready fetite.

Given the way the water-cooled metal cap wesghed, it was not advisable to
disconnect the gas and water hoses every timd wasglused. It was decided to use
the metal cap as a fixed part of the system: teerabled cell would be inserted in the
vertical furnace tube and then the metal cap (dfreannected to the system) would
be attached to it. While not in use, the crucildsemnbly was protected using a piece
of clean plastic foam fitted at the top and thdscelere individually stored inside a

vacuum storage bag (figure 25).
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Figure 25: All five cells stored after the constrac stage.

3.3.4. Basic characteristics of each cell after the construction

The main difference among the cells is theswdsluminium in the crucible. This
varied slightly mainly due to the different shapel aveight of the metal samples and
because of which it was unfeasible to fill the €edlith the optimum 231.91 g of
aluminium. There was also the special case of dfleAd-S, made from aluminium
samples cut from the monolithic block supplied, ethinade it even more complicated
to set the mass close to the target value. Howavtre event when the crucibles were
assembled, the final amount of aluminium in thecitrles was very similar leading to

a similar immersion depth for each. These diffeesrare stated in table 6.
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Average

Cell Supplier Shape of weight Totall mass Immersion
sample (pellet) (aluminium) depth
Iq /g /mm
Al-H Honeywell shot 0.22 231.92 172.01
Al-E ESPI shot 0.22 231.88 171.98
Al-A Alfa Aesar cylinder 0.53 232.16 172.21
Al-N  New Metals slug 0.81 232.09 172.15
Al-S Sumitomo block — 231.44 171.61

Table 6: Basic characteristics concerning the massetal and immersion depth of

each assembled aluminium crucible.

The preparation for casting the cell made whi Sumitomo block of aluminium
required cutting the samples. This was done usifjgweller's saw and it was
important to check post cutting whether this precdsad introduced any
contamination. In order to perform the impurity lse, two small samples were
extracted from cell Al-S after the ingot was cdstthe end, it resulted in this cell
having around 0.5 g less than the other cells. Neekess, the differences in
immersion depth are negligible, and all cells weoasidered to have 172 mm of
immersion. The results of the chemical analysistlom samples extracted from

cell Al-S are given in the next chapter.

In this chapter | described the constructiérihe aluminium cells used in this
investigation. Details were given of the high ppatuminium samples, the materials
employed in the construction, the auxiliary equipiequired to cast the ingot, the
designs of the graphite crucible and the cell abfenn addition, the procedure for
the construction was also detailed. In the nexptdral describe the measurement
protocol (including the equipment employed in theasurements of the cells and the
measurements performed), some corrections thattodse applied to the results (for
cell comparisons), the preparation of samples fr GDMS analyses and the

procedure for numerical conversions.
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Chapter 4

Evaluation of aluminium cells

In the previous chapter | have described thestraction of the aluminium cells to
be used in the subsequent studies in this thesighis chapter | describe the
experiments performed to investigate the effectrgfurities on the phase transitions
of the aluminium fixed points. Similar to the canstion stage, a protocol was first
established in order to ensure a standardised se¢asurements were made. As the
effect this study is investigating is likely to ksenall, the establishment of such a
protocol was essential. The cells were testedarsédguence they were constructed. In
this chapter, the equipment used for the experisnemtl the measurements performed
are described. Furthermore, the preparation ofstmaples for additional GDMS

analyses is also detailed.

4.1. Equipment

In order to accurately apply the various inigyurcorrection methodologies
proposed, the phase transition curves of the lsatldo be determined using equipment
of the best kind currently available, in accordawtth the guidelines and procedures
set by the ITS-90 and related literature. The agaparemployed (figure 26) to induce
and maintain the phase transitions with the fixeuhtcells as well as to measure and

record the data of respective curves is detailgétl@rSections below.
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Figure 26: Apparatus for inducing and maintaining treezing curves

in the aluminium cells. Shown in the picture aferaace, pressure control
equipment, the cap of the quartz tube and the meaunt platinum resistance

thermometer.

4.1.1. Furnace

The furnace employed to induce and maintamtlelting and freezing plateaus of
the aluminium cells was a three zone furnace (médé&#, serial number A63118)
manufactured by Fluke Corporation. It was conneteal dedicated water circulator
(controlled at 20 °C) located close to the furnatleis preventative measure was
required especially because the furnace was opgrelkbse to its upper temperature
limit. In addition, in order to prevent overheatiaigd damage of the system, the safety

cut-out controller of the furnace was set to 670 °C

This furnace was optimised for the use with #tuminium cells. This was done
through a series of tests to identify the bestrodiet parameters to achieve optimal
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temperature stability and, in particular, tempemtniformity along the furnace tube.
These tests were performed with the aid of a st&8&T (Chino Corporation,
model R800-2, serial number RS129-03).

The test for the long term stability of therface temperature was performed by
measuring the SPRT after the completion of a fregzurve. Usually, unsatisfactory
behaviour would be noticed a few hours after thetemperature was reached. If
repetitive temperature spikes were observed oS8BT showing that the furnace was
unstable (at the level of > 50 mK) or the tempeamatilisplay of the furnace could be
seen to oscillate, either of these effects meatthie controller was allowing too much
power to the heaters to maintain the furnace as¢th@oint temperature. On the other
hand, if it was not delivering enough power, thal temperature would drop over
time. In either case, the parameter called progoati band should be adjusted in the
controller menu and observations should be made a¥ew hours. This should be
repeated until a proper adjustment was observedtkie furnace display was steady
and furnace oscillations were not observed by tART. To confirm stability had
been achieved the measurements were extended geri@d spanning over 30 h.
Such a long period is necessary to guarantee lbdutnace performance would be
maintained for a duration longer than that of treezing curves of the aluminium

cells (commonly 20 hours).

Satisfactory results were achieved when therother proportional band was set
to 4.71 °C. The long term stability of the furnagas optimised to 32 mK (maximum
amplitude) over a period of over 50 hours (figurg d'his figure shows that the overall
performance of the furnace is even better thaniredjas the fluctuations are kept

below 16 mK for most of the time.
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Figure 27: Set-point stability of furnace Fluke 21463118 after freezing of
cell Al-E (made from ESPI samples).

To determine the vertical temperature unifoymihe temperature of the furnace
was measured inside the re-entrant well of the. déllese measurements were
performed with the fixed point in its frozen stas#,a temperature just below the
melting point (~ 658 °C). The SPRT was fully imnezisn the re-entrant well of the
cell and measurements started when the sensongsadere stable. The thermometer
was withdrawn 2 cm from the cell. At this new immien, readings were taken for
around 5 minutes until stability has been achiemadithen the SPRT was lifted 2 cm
again. This was repeated to a maximum height @h4This has to be done as quickly
as possible because | am trying to compare alints@surements as if they were taken
simultaneously (i.e. as if there was no tempordl ofr the thermal gradient) — which
in practice is not possible to do. Additionallyistindispensable to have an ascending
gradient in the cell (it should be colder at th&drm and hotter at the top of the ingot)
in order to ensure that the top portion of the inetauld, at the respective phase
transitions, be the first to become liquid and tagteeze. This prevents damage to the
cell due to the upward volume expansion of thedfgiing metal being obstructed by
a solid layer at the surface.



If the temperature uniformity profile was rsattisfactory, a different adjustment of
the furnace zone controllers was made by settimtiffarent value at one of the
controllers and new tests were done after two heuaging for the furnace to achieve
new state of thermal equilibrium). This process regeeated until suitable results were
achieved. As there is no set rule or correlatiamvben the results and the adjustment
to be made at the controllers, this is essentaltsial and error method (which can
take up to several weeks to achieve the desiredhigattion of the furnace). This
procedure was adapted from [52], which statesthigataximum temperature gradient

should be 50 mK along the bottommost 20 cm of &ientrant well of the cell.

Measurements were only done up to positionri4Given the lower temperature
observed after steady increments in temperatutbeathermometer was withdrawn
from the cell, it was concluded that measuremeeay®id that position would not be
realistic (it can be seen in figure 28 that for hafsthe tests the temperature dropped
beyond the 12 cm position). The sensing elementths thermometer is
approximately 37 mm long and is positioned 10 mnayafvom the tip of the SPRT
(totalling 187 mm). This means that at 14 cm angbbd the sensing element was no
longer only measuring the temperature of the framgnt of the cell (equivalent to a
total depth of approximately 158 mm, when soligjde the re-entrant well), but the
furnace surroundings as well. Another factor inficiag the thermometer lower
readings at the 14 cm position is heat loss cabgedtem conduction, due to a

substantial portion of the stem being exposed tbiam temperature.

The first measurements were done with thenggsttalready at which the furnace
had been operating (bottom zone at 0.0 °C and ooy at +0.4 °C). The resulting
vertical gradient was 178 mK in 14 cm. In ordehtie only one of the parameters
varying, the bottom zone controller was fixed & OC for the other settings tested,
while the values set at the top zone controllerenstrosen arbitrarily. The following
tests were performed with the top zone set at 20,5 1.0 °C, - 0.8 °C and - 0.7 °C,
which resulted in maximum vertical gradients ofMR, — 30 mK, 13 mK (dropping
after 8 cm, reaching — 17 mK at 14 cm) and 13 mé&spectively (figure 28).
Therefore, satisfactory results were achieved withzone controllers set at 0.0 °C
(bottom) and — 0.7 °C (top), whose results are &balated in table 7.
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Figure 28: Results of the thermal profile measumsperformed with various zone

controller settings.

Position in relation SPRT . Tempe.rature '
to the bottom of the Resistance difference in relation
re-entrant well to the bottom
cm Q mK
0 86.477 414 0.0
2 86.477 423 3.9
4 86.477 636 6.5
6 86.477 711 7.5
8 86.477 634 6.5
10 86.477 971 10.7
12 86.478 181 13.3
14 86.477 215 1.3

Table 7: Thermal profile tests of furnace Fluke AR63118 done with cell
Al-H (Honeywell) and SPRT Chino RS129-03.
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4.1.2. Standard platinum resistance thermometers

The measurements reported in this researcle werformed using two brand
new 25.5 ohm standard platinum resistance thermes)é8PRTs. Before being used
with the cells, they have been annealed according well-established procedure
(described below) and were selected as the mdsesiaes from a suite of six sensors
tested. The SPRTs were: one manufactured by Charpaoation (model R800-2,
serial number RS129-03) and the other made bydsdtenited (model 670SQ, serial
number 312), both designed to be used up to 670RE€.measurements reported in
this thesis are from the SPRT made by Chino (fig®e The other SPRT was
available as a backup in case of any damage ongurithe main thermometer during

the measurements.
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Figure 29: Details of the sensing element of thRBEhino RS-129-03,

employed in the measurements.

SPRTs are extremely sensitive sensors, reguailot of care both while handling
(as even mild mechanical vibrations could resuifermanent damage to the structure
of the sensing element due to the induced straid)veéhen exposing the sensor to

temperatures above 450 °C (because platinum crygtaivth becomes more
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evident) [32]. As they were to be used above thimeperature threshold, once they
were delivered, the SPRTs had to be annealed sahtya performed with the best
stability. Initially they were checked at the tegdoint of water (TPW) in order to have
a known resistance for comparison. The annealiogguture consisted of soaking the
sensors for a period of 3 hours in an auxiliaryndee at 670 °C. After that, the
annealing furnace was slowly cooled in a controley to 450 °C at a low cooling
rate (approximately 85 °C/h). This slow coolingperformed in order to prevent the
formation of crystal defects in the platinum wirgedo a rapid quenching of the sensor.
When the furnace reached the set temperature,RR§ Swere then withdrawn from
the furnace and allowed to cool down to room te@foee. Once cooled, the sensors
were measured again at the TPW in order to comiperaesistance values [32].
Whenever these sensors are exposed to temperaiove 450 °C, they need to be

cooled down following the aforementioned procedure.

Commonly, annealing an SPRT results in lowgiis resistance (especially at
lower temperatures) due to the fact it reducestistal defects in platinum [32]. An
SPRT is considered stable if this downwards shifthie resistance measured at the
TPW is< 1 mK. The annealing should be repeated until ¢bisdition was satisfied.
The SPRT Chino RS129-03 had to be annealed foest(total of 12 hours at 670 °C),
while the SPRT Isotech 312 was only annealed t(tatal of 6 hours at 670 °C). They
both consistently presented variations equivalen<0.1 mK for the last two
annealings they were subjected to. After being @ngpannealed, the SPRTs were
calibrated at the freezing point of aluminium byngsthe working standard of the

laboratory as the reference cell (cell Al 10/09).

Whenever the SPRTs were used, prior to theertion in the cells and/or exposure
to high temperatures, the quartz sheaths wereugbtp rinsed with analytical grade
acetone. This was done in order to clean it frojma@mtaminants (especially organic
ones which could be introduced by handling the $t)eso as to prevent devitrification
(which is a process that causes the glass shedtbctome gas-permeable due to the

reactions of contaminants at the surface, contaimmthe platinum sensing element).
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4.1.3. Thermometry bridge

The instrument used as the indicator of the' BRadings was an AC thermometry
bridge manufactured by Automatic Systems LaborasofASL), model F900, serial
number 009340/02. The bridge readings are in t&fnesistance ratio, between the
SPRT and the external resistor (a calibrated stdn@aistor).

The bridge was previously calibrated (Janu2®$4) and adjusted in order to
provide optimal performance. Any deviations in tieearity of the bridge were
covered by the uncertainty of the bridge (50 pplvesistance ratio) assigned in the

uncertainty budget of the calibrations.
The bridge settings were:

e Source impedance: 100 ohm
« Gain: 10

* Frequency: 25 Hz

e Quadrature: 1

* Bandwidth: 0.2 Hz

e Current: 1 mA

With these settings, the bridge was capableroviding a new reading at

every 10 seconds.

4.1.4. Standard resistor

In conjunction with the thermometry bradgnd SPRTSs, a standard resistor was
used for the measurements. It was a Wilkins typ@ diiim resistor (model 5685A,
serial number 268167) manufactured by Tinsley ums@ntation Ltd. In order to
ensure its stability, it was constantly kept af20dn an oil bath especially designed to
maintain resistors at stable working temperatufé® resistor was calibrated under
similar conditions. According to the most recenrthration, dated 28 April 2014, the
value assigned to the resistor is 99.999 &400.000 0052 (k = 2).
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4.1.5. Pre-heat furnace

A three-zone furnace (manufactured by Eliteeriiml Systems Ltd, model
TSV 12/70/750, serial number 2795/07/10) was useghaauxiliary furnace to set the
thermometers at 670 °C during the annealing stadge. same furnace was also
employed during the measurements: when the SPRTns@sed in the cell during a
freezing plateau for the cell comparison, it neettede pre-heated to around 660 °C
for 30 min in order to avoid shortening of the pkai through excessive heat
extraction. When the sensor was not to be coolehdo room temperature with the
fixed point cell (i.e. by setting the furnace to D), it was transferred to the pre-heat
furnace to cool down at a controlled rate untilelaiched approximately 450 °C and
then immediately withdrawn to room temperatured@scribed in section 4.1.2).

4.1.6. Triple point of water reference cells

After the exposure of the SPRTs at the alunmmireezing point, they needed to be
measured at the triple point of water to checkrtbtaibility. These measurements were
also used when comparing the aluminium cells whth eference cell because the
comparison is done in terms of resistance ratwqg660.323 °C), as given by

equation 2.

In total, four TPW cells (that are part of tN€L working standard batch) were
used throughout the measurements, from the angeafithe SPRTSs to the final tests
with the cells. Their serial numbers were 767, 76847 and 1148. There is no
correction to be applied to these cells becauseditierence in their realisation
temperatures was negligible, below the uncertamfitthe calibration with the NPL
national standard batch (x 70 pk 2). These cells were only used after their nesntl
were given the time required for the ice crystalamneal (typically 3 days) in order
to at least guarantee a satisfactory performareehat their reproducibility would be
below the uncertainty declared. It has been regdprteowever, that optimal
performance is achieved after the ice mantle ofltA&/ cells has been annealed for
10 days, when the reproducibility of the cells tescthe level of just 10 uK [53, 54].
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4.1.7. Reference aluminium cell

One of the methodologies used to estimatestteet of impurities in fixed point
cells is comparison of the phase transition ofddlés. The cell used as reference for
the aluminium freezing point was the working Alredard of the laboratory, cell
Al 10/09, which was set up in a dedicated Carbdlitgle-zone furnace (model CTF
12/100/700, serial number 12/96/3233), coupled wipotassium heat pipe to promote
better temperature homogeneity. This furnace wss ehecked for its longitudinal
temperature uniformity, similar to the tests presly described in section 4.1.1.
However in this case, no controller adjustments ldidae possible to improve the

profile as it was a single zone furnace. The res;aré shown in table 8.

Position in relation SPRT Temperature
to the bottom of the . difference in relation
Resistance
re-entrant well to the bottom
cm Q mK
0 85.549 149 0.0
2 85.549 424 3.4
4 85.550 004 10.7
6 85.550 276 14.1
8 85.549 914 9.6
10 85.550 012 10.8

Table 8: Thermal profile tests of furnace CarboGfeF 12/100/700,
serial number 12/96/3233.

It is clear that the potassium heatpipe iskimg satisfactory and a uniform zone
in the NPL Al cell furnace is established.

This cell is periodically compared to the oatl standard cell for this temperature,
named ‘Al sealed’. According to the results of thst comparison (July 2014), the
correction for cell Al 10/09 was 3.18 mK £ 1.72 niiK= 2).
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4.1.8. Auxiliary equipment

Apart from the standards and devices descrdibede, other pieces of equipment

were necessary for the measurements. These were:

» A Pfeiffer HiCube 80 Eco turbomolecular pump;

* Gas handling system with a calibrated pressure ggavgnufactured by GE
model Druck DPI 104;

« A dedicated cylinder containing 6N argon gas, seppby Air Products and
Chemicals;

* A water circulator coupled to a water bath, manufised by Grant, model
Optima TC120-R1;

* Cooling fans;

« A Carbolite single-zone furnace fitted with a psiam heat pipe, model CTF
12/100/700 (serial number 12/96/3233), used to aadand maintain the
freezing plateaus with the aluminiwaferencecell;

* Anoil bath (manufactured by Fluke, model 7108)digemaintain the standard
resistor at 20.000 °C (long term stability of 0.0@);

* A dewar flask filled with ice for the maintenandeloe ice mantles of the triple
point of water (TPW) cells;

* A copper rod inside a quartz tube to create anrisnokd-liquid interface on

the re-entrant well in the solidifying ingot.

4.1.9. Data acquisition

The data was recorded via bespoke softwardewrto communicate with the
thermometry bridge (controlling the bridge, acquirand plotting the data generated).
The computer was connected to the bridge via IEB&E-darallel interface. This
software, written in a LabVIEW environment, was a&lle of automatically
performing some of the calculations and recorditigdata in a comprehensive
database. The recorded unprocessed data was fatesped in Microsoft Excel

spreadsheets.
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4.2. Measurement of phase transition curves

The cells were measured in sequence. For egththe following measurement
protocol was followed:

* Initial measurement of the TPW with the main SPRT;

» Four sets of melting and freezing point realisatiof the test cell);

« Melting point followed by freezing point (for thelt comparison);

* Measurement at TPW to check stability and calclé(€60.323 °C);
* Initial measurement at TPW with the backup SPRT;

* Measurement of backup SPRT at the freezing cumieomparison);
* Four sets of melting and freezing point realisati@mackup);

* Measurement at TPW to check stability and calciué(€60.323 °C).

The description of the procedures for theisatibn of these curves is given below.

4.2.1. Melting curves

In order to perform the melting plateaux, thenace was adjusted to 665.32 °C
(5 °C above the melting temperature of aluminiuRor the first melt, the cell was
installed and fully evacuated (highest vacuum adoQr8 Pa) while still at room
temperature. After approximately 40 min, the fuea@s turned on and set to 650 °C
(at 5 °C/min heating rate). The main SPRT was teden the re-entrant well, whilst
the cell was cold, to monitor the heating proc&gken the furnace reached the set-
point temperature (and was left to stabilise fom88), the cell was filled with argon
and purged in the same manner as when the ingots east. This was performed
twice and when the cell was refilled for the thirde, the pressure of argon inside the
cell was adjusted to 101 325 Pa. Once the pressare stabilised, the furnace
controller was adjusted to 665.32 °C in order ttiate the melt of the aluminium fixed
point cell. As soon as the melt was complete, thenmium ingot was left at that
temperature for around 20 hours in order to diffireeimpurities throughout the fixed
point, with the furnace temperature adjusted taC5dbove the melting point
(figures 30 and 31).
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Figure 30: Melting of cell Al-E in 14 August 2018PRT Chino RS129-03

monitoring the process until the subsequent freewias initiated (after 20 hours

at 5 °C above the melting point). Measurementspgdpight after nucleation and

the recalescence were confirmed (by observingisieeout of the undercool).
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Figure 31: Detailed melting of cell Al-E (ESPI migjawvith SPRT Chino RS129-03,
in 14 August 2014.

During this process, the thermometry bridges vaajusted to supply a 1 mA
excitation current to the SPRT to measure its t@st®. This study focused on a
detailed examination of the freezing curves. Meglttarves were not accounted for in
the application of the methodologies and analysikeé present study. This is primarily
due to the fact that the ITS-90 defines the freggpimint of aluminium as the realisation
fixed point. This resides mostly in the followingservations: freezing curves usually
present flatter plateaus and, for materials witmimal purity < 7N, melting curves
result in less accurate/reproducible realisationsomparison to freezing realisations
(the slope of a melting curve is sensitive to itevipus freeze as the result of the
distribution of the residual impurities). In genemaore accuracy could be obtained
by operating a fast freeze (< 30 min) prior to gverelting curve intended to be
analysed. This creates a homogeneous mixture afritrgs in the metal but it is not
recommended because it requires an extremely pekyedure that may include the
extraction of the cell from the furnace leavintpifreeze at room temperature, which
in turn can result in the cell and SPRT being dsst.
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4.2.2. Freezing curves

In order to initiate the freeze of the metaide the cell, two liquid/solid interfaces
have to be induced: one external (adjacent to theilde wall) and one internal
(adjacent to the re-entrant well). Both interfacegst be uniform throughout the
column of liquid metal in the ingot. As the metalrisfers heat, through the graphite
crucible walls, to the slightly colder surroundinflee furnace tube), the external
interface advances progressively towards the nevethivell, progressively thickening
the solid layer in the liquid material. While theernal interface progresses, it protects
and stabilise the inner interface, which is esaéigtstatic [55]. It is of paramount
importance that the SPRT be surrounded as farsssipe by the solid-liquid interface
because it improves the accuracy of the measuremérnhere are gaps along this
interface, the SPRT readings will be affected leytdmperature of these zones (which
is highly influenced by the furnace temperaty&g)]. The external mantle is induced
by setting the furnace to a temperature lower thartemperature of nucleation of the
material. Establishing the internal interface regsiia specific procedure, described in
the next paragraph.

After the required time for establishing afann distribution of impurities (by
diffusion) in the liquid metal ingot has elapsdtk furnace was set to freeze the cell
by adjusting the controller to 658.32 °C (2 °C belthe freezing point). The
thermometer was kept inside the cell to monitor deerease in temperature until
nucleation occurred followed by the onset of resedece. The actual nucleation
temperature varied from one cell to another, big usually around 1.6 °C below the
freezing point. After a few thermometer readingafecmed the recalescence of the
liquid aluminium, the thermometer was carefully wdtawn from the cell and held
vertically, at room temperature. Then, a cold coppé (encapsulated by a quartz
tube) was inserted in the re-entrant well of thik @ed held there for one minute.
Meanwhile, the temperature of the furnace was asmd by 1 °C. After this, the rod
was replaced by the thermometer, which was reiedert the cell. This process was

carried out to create the inner solid-liquid index.

When the thermometer was again inside the ttellmeasurements were resumed

and the temperature of the furnace increased bY®(@nd then in order to maintain
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a low rate of solidification, the temperature of farnace was adjusted to only 0.4 °C
below the freezing point). The gradual increasesheffurnace temperature to the
desired temperature were to avoid overshootingtehgerature in the cell as that
could cause the cell to re-melt instead of progngshe freezing front into the molten
metal (note this is a potential danger because @anmgry small portion of the liquid

metal at this point had been solidified).

As the SPRT (and the ingot/furnace arrangemesats approaching thermal
equilibrium, the pressure inside the cell was ckdcland, if needed, adjusted
to 101 325 Pa. In order to ensure optimum measuremthe procedure demanded
constant monitoring of the freeze as some inteiwrat were necessary. After
approximately 24 hours, the cell was completelyd#add (figure 32). If the cell was
to be melted again, the furnace was simply adjustatk to 5 °C above the melting

temperature of aluminium.
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Figure 32: Typical raw data of the freezing of @&dHH (Honeywell) in 28 July 2014
as measured with the SPRT Chino RS129-03.
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4.2.2.1. Cell comparisons

The comparison of the aluminium cells was madderms of the resistance
measured with an SPRT at the NPL reference Alasedlthe Al cells constructed for
this study. However, in order to account for aniftsithat could be caused during
and/or after the exposure of the thermometer totehgperature of the aluminium
freezing point, subsequent measurements at thk tppint of water were also
required. This measurement is signified by theordtiof the resistance measured by
the SPRT at the freezing point of aluminium andtthme point of water, as given by
equation 2 (in chapter 2). Considering that SPR&haghly susceptible to drifts, the
comparison of cells has to be done in term&/blecause any variation in the resistance
measured by the SPRT at a given fixed point (wisdhttributed to the sensor itself)
would be proportionally apparent at subsequent oreasents at the triple point of
water as well. This means that this type of errould be considerably minimised
(cancelled when the resistance ratio was obtained. Resistaalties measured at a
given fixed poinR(Teg), on their own, are not appropriate for cell conguns because
the drifts are not accounted for. This means thgtchanges in the SPRT resistance
(due to handling, heating/cooling of the sensomfrone cell to another) will be
mistakenly accounted as the difference in the teatpees realised with the cells. In
addition to this precaution the measurements shalglol be corrected for: the self-
heating effect of the SPRT sensing element (apphbetheasurements at both the
aluminium and water cell temperature) and the dkfiees in the height of the column
of the fixed point material in the liquid phase lfoapplied to the aluminium cells).

These corrections are discussed below in dedi¢afecks.

In order to collect the required data, a gigerminium cell was melted according
to the procedure given in Section 4.2.1 and hadfbezing plateau induced as
described in Section 4.2.2. After around 60 mint plas onset of recalescence, the
software was set to control the thermometry bridgd automatically measure and
calculate the self-heating effect (described beld@nce enough results had been
obtained to apply the self-heating correction, tthermometer (supplied with 1 mA)
was left in the cell measuring the freezing platesiter the end of the plateau was
observed, the thermometer was withdrawn from tliexoe transferred to the pre-heat

furnace to proceed with the cooling of the SPRT0&diag to the previously described
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process. When at room temperature, the thermometemeasured at the triple point
of water, including determining the self-heatingget of the thermometer at 0.01 °C.

Considering that the TPW cells used for albeweements had similar heights of
the column of water (immersions varying from 272 rtov285 mm), the necessary
corrections were very small. As for the aluminiuelis; all the cells (the reference and
the constructed ones) had around 174 mm of imnrersio

Usually this type of comparison is made siam#ously, with both the reference
and the test cells being initiated at almost thmesdime, to guarantee that the
measurements are made in the same region of theapta(the same solid fraction).
However, as this comparison involved a total of auminium cells, simultaneous
measurements were not possible. It was decidebttepd with the measurements of
each cell at a certain time, as it best suits thedule of the measurements (around

four weeks for each successive cell).

4.2.2.1.1. Determination of the Self-heating effect

The working principle of SPRTs is based onuhgation of electrical resistance
with temperature of the platinum wires used in $leasing element. However, the
resistance can only be measured if the sensingeeleis supplied with an electrical
current, which in turn, causes heat to be dissihatereasing the temperature readings
of the thermometer (Joule effect). This effect@aaccording to the temperature being
measured and the characteristics of both the SPRTh& thermal medium (the fixed
point cell). For a 25.5 ohm SPRT (nominal resistaacthe TPW), this effect can be
equivalent to several millikelvins (which is largmmpared to the effect being
measured). With regards to calibration of SPRTs@mdparison of cells, the values
assigned must be corrected for this effect. Thiseotion is as if the resistance

measurements were made without the flow of eledtdarrent in the circuit (0 mA).

When evaluating this effect, adequate accugaacireliability can be achieved by
measuring the resistance of the SPRT in two diffecarrentsii andi.. Virtually any

pair of currents can be selected in the range fidi® mA to 2.82 mA (especially in
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AC bridges, for which the options are restrictddpwever, given the fact that the
majority of ordinary SPRT measurements are donh WinA, the pair of currents

1 mA and 1.414 mA (which is effectively2 mA) is widely used in resistance
thermometry and proven to yield accurate resulie. Measurements are performed in
the sequence —i2> —i1. The currenis is repeated at the end in order to check the
stability of the readings, ensuring there were nistantial changes in the
measurements after supplying the thermometer witfor a 25.5 ohm SPRT at the
freezing point of aluminium, the allowed toleranise of order 2 |2, which is
equivalent to 25 pK). To determine the correctibie,i; mean value is obtained from
both initial and final sets of readings. Once isg@ssion of the mean values measured
with both currents, the results are extrapolat€tinoA, as if there were no self-heating

effect (equation 25).

Ry " Ry
(2" Rg,)) — Ry

Romay = (25)

Equation 25 yields the resistance value alfreadrected for the self-heating effect,
without requiring prior quantification of the eftatself. However, if required, the self-
heating effect$.H) could be obtained from the equation below (equa#6):

In order to obtain the data for the calcolatof the extrapolation, an automated
procedure was adopted. During the beginning ofréezing plateau, the bridge was
set to automatically supply the thermometer witle #elected currents (1 mA,
1.414 mA and 1 mA), while recording all the resista readings from the SPRT
(figure 33). At each current, a total of 40 readingere taken. For calculations, the
first 20 readings of each of the currents seleateid discarded as they account for the
time the thermometer requires to become stableeatéw current. This procedure is
performed to provide the required data to calculaeself-heating effect of the SPRT

in a given cell.
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Figure 33: A sequence of automatic measuremerusltalate the self-heating effect
of the SPRT Chino RS129-03 in the cell Al-E. 26 Asig2014. The mean value
at 1 mA was 86.533 443 while at 1.414 mA it was 86.533 643X(standard

deviations < 20 pK). Application of equation 25lgieethe extrapolated meangnlz,
of 86.533 242 %2, being the self-heating effect equivalent to 2QX5(2.5 mK).

4.2.2.1.2. Hydrostatic head correction

The temperature of realisation of a freeziagpmaterial, by definition, is realised
only at the surface of the material. An infiniteainportion at the surface of the
material adjacent to the re-entrant well contaires ¢contact point where both liquid
and solid phases of the material coexist. Neveztiselduring these measurements, the
sensing element of the SPRT is actually locatedecto the bottom of the re-entrant
well because of immersion requirements for thesasmements. This causes a
departure from the fixed point temperature defimethe ITS-90 and a correction has
to be applied for SPRT calibrations and for congmariof fixed point cells, if they
have different immersion depths [57]. Corrections this effect are calculated by
determining the height of the liquid column abdwve mid-point of the sensing element
of the SPRT being used and the coefficient of wamaof temperature in relation to
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depth (table 9). However, these corrections wetereguired for the comparison of
aluminium cells described here because they all apdroximately the same
immersion depth, around 172 mm. The maximum diffeeeamong the immersion of
the cells was 2.4 mm, which yields a value no gmetlilan 4 uK (which is sufficiently
covered by the respective uncertainty). Similanky,corrections were applied to the
measurements at the triple point of water becalsentaximum difference in the

immersion depth of the cells was 11 mm (equivaier@ pK).

Substance Equilibrium . Temperature vallriation CryI(:)i;Sctopic
Temperature with pressure  with depth Constant
°C nK/Pa mK/m K-t

Water(rp) 0.01 -75 -0.73 0.009684
Gallium (vp) 29.7646 - 20 -1.2 0.007321
Indium 156.5985 +49 +3.3 0.002143
Tin 231.928 + 33 +2.2 0.003377
Zinc 419.527 + 43 + 2.7 0.001772
Aluminium 660.323 +70 +1.6 0.001489
Silver 961.78 + 60 +54 0.000890
Gold 1064.18 +61 +10.0 0.000855
Copper 1084.62 + 33 +2.6 0.000843

Table 9: Properties of materials used as ITS-9dfipoints in the range above 0 °C.
All materials are defined as freezing points, exéepwater (triple point) and

gallium (melting point) [8].

4.3. Chemical analyses

In order to implement the corrections proposextording to some of the
methodologies investigated in this thesis (SIE, QMEgbrid SIE/Modified OME), it
was necessary to have a chemical analysis perfoofinée metal used for each cell.

Given the purity of the samples (stated total intguconcentration of 1 part per

-113 -



million, ppm), the technique selected should beabdpof detecting trace impurities
at the level of parts per billion (ppb) otherwise tresults would be inconclusive.
Techniques that require dissolution of the solishgles are not suitable because they
present serious limitations: they yield an inconmlassay due to the dilution of the
solid samples (at rates of 1:500) and the fact tmy a fraction of the resulting
solution can be analysed at a time. In additiomne¥ they could provide suitable
resolution, single element analysis techniques wde too expensive and time
consuming, considering that the samples would aersed for 70+ elements. To date,
the best multi-elemental technique currently avdddhat can provide this resolution
is known as glow discharge mass spectrometry (GDMBich is capable of directly
analysing solid samples. These spectrometers agersitive that a few elements can
even be detected at parts per trillion (ppt) levelsfortunately, there are only very

few providers of this technique in the world.

Each aluminium sample was supplied with a dhalanalysis; however, only three
were performed with GDMS, the other two having bperformed with inductively
coupled plasma (ICP) spectrometry. The ICP resgitealed no impurities detected
in one material sample, and only one contaminanthen other. In all cases, no
information was provided on the uncertainty asdediavith the analysis. Given these
very incomplete results, and the aim of this stutyyas essential to have more

comprehensive assays performed.

4.3.1. Sample preparation

Samples from each of the five metals were gmegh and sent to three different
laboratories: AQura GmbH in Germany, the Nationas&rch Council (NRC) in
Canada and the National Institute of Metrology (MIM China. Each of these
laboratories had a particular requirement concertiie sample shape and size. AQura
was the only one to accept a collection of randosided pellets from each material
and prepare the samples by pressing the pellésrtoa thick coin (diameter 20 mm,
height 3 mm). The NRC requested a parallelepiped(gguare base with 2.3 mm,
height 20 mm). The laboratory at NIM requestedaa @lylinder (diameter 20 mm,
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height 5 mm). In order to produce the required getoles of the samples for NRC and
NIM, graphite moulds were produced so that theegpekkould be cast into the shapes
required. However, because of the amount of alumnrequired to produce the
samples for NRC, a bigger sample had to be casffedpase 7.5 mm x 30 mm in
height) and further prepared by being cut witheanl jewellers saw and chemically
etched (to remove surface contamination) priordimdp analysed (figure 34). Before
the graphite moulds were used they were, after faature, thoroughly cleaned and
baked in vacuum at 900 °C for around 15 hours. @oald was produced for each
metal batch, totalling five moulds. Care was taiceidentify the samples appropriately
and to avoid cross-contamination of the sampleg. ddsting was performed under
vacuum in a graphite single zone furnace (manufadtioy Webb, model RD-G)
at 700 °C. The system was held at this temper&buatevo hours, then cooled to room
temperature at a rate of about 3 °C per minute.

Figure 34: Preparation of the samples for GDMSyamsl Samples positioned in the
furnace to be melted into the moulds (top leftm$ke of aluminium supplied by
New Metal made for NIM and NRC (top right). Collect of samples to be sent to

NIM (bottom left). Pin after being cast and cuthe right size for NRC (bottom right).
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Concerning the possible contamination of the@es that had to be cut, it is a
procedure of the laboratories to chemically etehghmples and to disregard the first
measurements (readings are taken after the samagldoden sputtered for around
30 min, so that the measurements performed comesfma few microns inside the
sample). Nevertheless, to provide extra confidéhaeno contamination by iron was
present, scanning electron microscopy (SEM) andyxphotoelectron spectroscopy
(XRS) analyses on the samples prepared for NRGroottiat there was no significant

contamination of the samples from the saw usedtthe pins (figure 35).

Spectrum 1 Spectrum C O Al Total
Spectrum 1 16.09 21.53 62.38 100.00
Spectrum 2 Spectrum 2 12.26 22.01 65.72 100.00
Spectrum 3 9.51 24.60 65.90 100.00
Spectrum 4 11.26 23.84 64.90 100.00
Spectrum 3

e Mean 1228 2300 6472  100.00

Std. deviation 2.78 1.46 1.63

Max. 16.09 24.60 65.90

Spectrum 4 Min. 951 21.53 62.38

All results in weight %

500pm ! INGOT B 2 x100

Figure 35: SEM results (both image and table) shgwrincipal constituents
corresponding to the regions 1, 2, 3 and 4 onrttage.
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4.4. Numerical conversions and calculations

Application of the correction methodologiesdan investigation in this thesis
required the conversion of the data and the seledt a specific part of the freezing
plateau so that the methodologies could be systealigtapplied to all freezing

curves.

4.4.1. Converting elapsed time into solid fraction

The evaluation of the freezing plateaux rezpithat the temperature readings were
correlated to the progression of the freeze, frioenstate of virtually 0 % solid (100 %
liquid) to 100 % solid (0 % liquid). To achieve ghihe elapsed time of the readings
was transformed into solid fractions. EConsidering that a freezing curve presents a
region of super-cooled liquid before the nucleatadnthe metal occurs and, that
subsequently, the thermometer is withdrawn fronc#ikso that the inner solid-liquid
interface can be induced, the peak in the freeziagau is taken as the initial point in
the curve (E=0). AT is specified as zero at this point. The end paotresponding
to the temperature measured when I is taken as the inflection in the curve after
the steep drop in temperature following the enthefflat portion of the curve, prior
to the approach to the furnace temperature. Thaisrisasure of the maximum variation
of temperature in time {ddt) (figure 36) and has been found to coincide wité t
disappearance of the liquid-solid interface detaadi with more rigorous
methods [22]. After determining these extremesgthpsed time of each reading was

transformed into solid fraction by the simple cédtion of proportions.
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Figure 36: Identification of the end of the freexirurve in cell Al-H (Honeywell)
in 28 July 2014 (as in figure 31) after calculata@frthe variation of temperature with
time dT/dt. The point of inflection (1) in this curve occurred at 79495 seconds

past the peak of the freezing curve«®).

4.4.2. Converting resistance ratio into temperature

In order to transform the SPRT readings inwmpgerature, a series of
transformations are necessary. The thermometrygéroutput is the ratio of the
resistance measured by the thermometer dividethdyesistance value supplied by
the calibrated standard resistor. The first conearso be made is to retrieve the
resistance value of the SPRT by multiplying théore¢adings by the value declared

in the certificate of calibration of the standaedistor.

The conversion of absolute values of resigatec temperature requires the
application of the ITS-90 reference or deviatiomdiions described in chapter 2
(equations 4 —11). However, taking into accourdt tthe methodologies applied
would yield a small temperature difference in relatto the value assigned to the

freezing of the 100 % pure material (in the ordeup to few millikelvins), it is
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sufficient to use the coefficient of variation diet resistance in relation to the
temperature measuredR/T. This coefficient is used only for small temperatu

differences. For temperatures near 660 °C, thiseval equivalent to 0.0@/°C.

After having determined the readings thatespond to the 0 % and 100 % solid
fractions of the curve, all resistance values vget@racted from the peak of the curve,
each vyielding a variation of resistana&R. Values of AR were transformed into
temperature difference by simply multiplying theny khe coefficient &/dT
(0.08Q/°C). Examples of the end point of this processsai@vn in figures 37 and 38
below.
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Figure 37: Graph of the freezing of cell Al-H (28y2014) after the required data

conversions.
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Figure 38: Detail of the graph of the freezing ell &l-H (28 July 2014) after the

required data conversions.

In this chapter | described the set of measargs that comprised the protocol
adopted for evaluating the constructed aluminiuniscencluding a detailed
description of the procedures, equipment used &aednteasurements that were
performed. It also included the preparation ofsheples for extra GDMS analyses
and the procedure required for numerical convessibnthe next chapter, the results
of the GDMS analyses are given together with trmuilte of the freezing curve
measurements. In addition, the results obtainenh floe application of the seven
methodologies investigated are provided in cha@tarhich includes the analysis and
discussion of these results.
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Chapter 5

Results of chemical assays and measurements

of freezing curves

In chapter 4, | described the measurementsiresjiio investigate the effect of
impurities on the phase transitions of the alummiixed points, including a detailed
description of the equipment utilised and the adpesnts needed in order to achieve
the best performance from the measuring systemthéumore, an account of the
numerical conversions and calculations was alswiged. In this chapter, | start by
describing the results for the GDMS. The assayviged by each supplier are
compared with those of independent GDMS analysisigers. Then the measured
freezing curves for each of the five cells are givie the subsequent chapter, these
results are combined to obtain the correction amzkriainty estimates for each cell,
according to the correction methodologies introducechapter 2.

A summary of the results presented here s alsilable in [58] (Appendix A).

5.1. Chemical assays provided by the metal suppliers

High purity metals are commonly supplied wain impurity assay for the
corresponding batch, as a default. Consideringdgttiethat the higher the purity of the
metal the lower the total impurity concentratiotl e, it is expected that the chemical
analysis utilised has the capability of detectiraxé¢ elements in levels much lower
than the overall concentration of impurities (fol &amples, the nominal total
concentration of impurities should be equivalentltppm). This is essential for a
proper characterisation of the fixed point matesssdd in the construction of an ITS-90
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fixed point cell. However, not all samples procufedthis study was supplied with a
chemical assay that could be used in the calcualatd the correction methodologies.
Examples were the samples supplied by ESPI andydaike where the analysis was
performed by ICP (inductively coupled plasma speugtry) a technique of lower
resolution (mainly because it requires dissolubbthe samples). The assay supplied
by Honeywell specifies that the technique was IGESAinductively coupled plasma
atomic emission spectrometry) whereas the one gedvby ESPI just states that the
analysis performed was ICP. A summary of theseyasshowing the impurities
detected in each of the samples, is presentedl@ 1®. Note that no other impurities
were reportedly detected outside of these repdmtee.

Atomic  Element Impurity concentration, ng/g
No symbol  Ajfa Aesar ESPI Honeywell New Metals Sumitomo
11 Na 4
12 Mg 78 88 45
14 Si 18¢ 90C 154 27C
15 P 1C
22 Ti 37 58 10
23 V 24 17 65
24 Cr 35 37 15
25 Mn 34 24 3
26 Fe 14 7 55
28 Ni 10
29 Cu 57
40 Zr 7
41 Nb 3
42 Mo 24

Table 10: Summary of the chemical assays provigetid metal suppliers.

According to those assays, the metal supdigdilfa Aesar presented a total
impurity concentration of 418 ppb. The analysis the ESPI material detected
solely 900 ppb of Silicon. The analysis providedHiyneywell has not detected any
impurities in the 6N matrix of aluminium. The ansi/for the New Metals samples
detected a total of 385 ppb of impurities, while #nalysis for the Sumitomo material
resulted in a 568 ppb total impurity concentratibinere was no information regarding
the laboratories that performed those chemical yassa any statement of the

measurement uncertainty for the results (for eadividual element scanned).
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In situations such as when the chemical amalfpr the metal does not retrieve
results (because impurities were below the leveldefection of the technique
employed), the CCT initially recommended applyiadf of the detection limits stated
in the assay for each element scanned in ordealtulate the estimates for the
proposed methodologies [11]. However, this recondagon was subsequently
modified based upon a collection of assays fronouarsources and a list of common
impurities found in high purity metals used as Mtb-fixed points has been
established [40]. According to that list, only ftingpurities commonly found in pure
ITS-90 metal matrices should be accounted for sesavhere no impurities were
detected by the chemical analysis employed. Theeamirof employing half of these
values is based on the assumption that if a gilement concentration was greater
than or equal to half its detection limit Q.5x), the value would be rounded up to the
detection limit itself and hence be detected. Tloeeg in order not to be detected, the
maximum its concentration could be was less thdh (ga0.5x). The impurities

commonly found in pure aluminium samples are shwfigure 39 [40].

H He
Li Be B C N o F Ne
Na Mg Al Si P S Cl Ar
K Ca Sc Ti v Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr
Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag cd In Sn Sh Te 1 Xe
Cs Ba Hf Ta w Re Os Ir Pt Au Hg Tl Pb Bi Po At Rn
Fr Ra Rf Db Sg Bh Hs Mt Ds Rg Cn Uut Fl1 Uup Lv Uus | Uuo
La Ce Pr Nd Pm Sm Eu Gd Th Dy Ho Er Tm Yb Lu
Ac Th Pa U Np Pu Am Cm Bk cf Es Fm Md No Lr

‘:l Common impurity |:| Matrix element

Figure 39: Elements commonly found in trace amoumksgh purity aluminium.
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5.2. GDMS analyses provided by third party laboratories

The results from the GDMS analyses based erséimples prepared during the
construction of the cells helped to better char@sethe actual metal samples
employed in each cell, which was especially us&futhe samples from Honeywell
and ESPI. In order to facilitate the comparisontlad results from the different
chemical assays supplied, tables 11-15 give thdtsesf the initial assays (provided
with the metal samples) in conjunction with theutessof the GDMS analyses for each
of the five metal samples employed in this thdse#ng organised by sample. Elements
that were not scanned for during the analysis epord to an empty cell in the tables,
whereas if an element was scanned for but no dquawis detected above the
detection limit of the analyser, the value giverresponds to the detection limit itself,

being preceded by a < sign.
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Atomic Element Impurity concentration, ng/g
No symbol  sypplier AQura NRC NIM
1 H
2 He
3 Li <5 0.€ <? <1
4 Be <5 <€ <0.£ <1
5 B <5 20 12 11.3(
6 C
7 N
8 O
9 F <10C <3 1230.7!
1C Ne
11 Na <5 40 <1 268.5(
12 Mg 78 10C 30 10.5¢
13 Al Matrix Matrix Matrix Matrix
14 Si 18¢ 40C 78C 2421.6!
15 P 1C 10C 39 124.3¢
16 S <10C 10C <3
17 Cl <10( 5 3 073.5!
18 Ar
19 K <10C 90 < 40.4¢
2C Ce <2( 10C <2( 83.2¢
21 Sc 40 64 61.3(
22 Ti 37 60C 64C 479.1¢
23 V 24 20 28 21.3(
24 Cr 35 40 69 111.9¢
25 Mn 34 40 47 25.3¢
26 Fe 14 20C 83C 99.2¢
27 Cc <5 30 54( 56.1f
28 Ni <5 10C 44C 443.7¢
29 Cu < 20C 10C 49 2946.4!
3C Zn < 5(C 50 26 321.8(
31 g <5 7 <k 8.1%
32 Ge <4C <2( <g 1332.5(
33 As <5 50 <E 264.3(
34 Se <4C <3C 112 751.
35 Br < 4C <11 833.0(
36 Kr
37 RE <2 <1 3.1C
38 Si 0.7 <0.¢ 2.4¢
39 Y <0.7 <0. 1.5C
4C Zr <5 4 28( 7.6%
41 Nb 3 13 15.6(
42 Mo <2 1C <E 104.3¢
43 Tc
44 Ru 0.4 12.3¢
45 Rh 3 13.2(
46 Pc <10C 6 <1
47 Ag <5 40 <@ 333.8¢
48 Cd < 5(C 50 <2( 449.3(
48 In <5 30 <3 6.3¢
5C Sr < 5(C 30 48 7.48
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Atomic Element Impurity concentration, ng/g

No symbol  sypplier AQura NRC NIM
51 Sk <5 < 1C <5 11.9(
52 Te 10 26 36.3¢
53 | <2 <2 1.4C
54 Xe

55 Cs < 1C <1 <0.§ 1.4C
56 Ba <5 0.€ <0.¢ <1
57 La <5 0.t <0.7 2.6F
58 Ce <5 0.€ <0.€ 1.2C
59 Pr <0.¢ <1
6C Nd <5 <1 <1
61 Prr

62 Sir 5 <1
63 Eu <2 3.4t
64 Gd <3 12.7¢
65 Th <1 1.1t
66 Dy <4 <1
67 Ho <0.€ 2.2F
68 Er <5 <1
69 m <0.¢ <1
7C Yb 3 5.1C
71 Lu <0.€ <1
72 Hf 3 15 12.1¢
73 Ta <1
74 W <2t 10 4 <1
75 Re 6 3.5t
76 Os¢ < 1C 95.2(
77 Ir <3 3.7C
78 P1 < 10C <8 <9 <1
79 Au < 1C 2 <1 40( <1
8C Hg < 10C <2( <2t 20.4¢
81 Tl <7 <6 6.0(
82 Pk <5 4 6 2 488.2!
83 Bi <5 6 <3 6.4~
84 Pc

85 At

86 Rn

87 Fr

88 Re&

89 Ac

9C Th < 70C <0.1 <0.¢ 1.3C
91 Pe

92 ) < 70(C 0.2 <0.¢ 1.4C
93 Np

94 PL

Table 11: Results of the GDMS analyses for batametal from Alfa Aesar.
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Atomic Element Impurity concentration, ng/g

No symbol  sypplier AQura NRC NIM
1 H

2 He

3 Li <0.2 <3 <1
4 Be 5 <1 4.8¢
5 B 40 77 6.32
6 C

7 N

8 @]

9 F <2 185.3:
1C Ne

11 Na 20 <1 27.0¢
12 Mg 30C 73 35.9¢
13 Al Matrix Matrix Matrix Matrix
14 Si 90C 80( 92( 813.5(
15 P 50 18 13.2¢
16 S 10C </

17 Cl 6 366.0:
18 Ar

19 K 30 </ 8.9¢
20 Cs < 3C <2 23.5¢
21 Sc 30 69 60.4(
22 Ti 30 71 85.7(
23 \ 30 49 62.6(
24 Cr 50 57 66.7(
25 Mn 50 33 38.1¢
26 Fe 20( 22( 54 .5¢
27 Cc 1 <0.7 1.4¢
28 Ni 4 8 5.6¢
29 Cu 10C 46 406.8¢
3C Zn 20 35 59.7¢
31 g 5 <6 8.1(
32 Ge < 2C < 1C 253.9(
33 As 40 <6 70.5(
34 Se < 4C < 4C 13 306.4.
35 Br < 4C <1z 108.8:
36 Kr

37 RE <2 <2 0.52
38 Si <0.¢ <0.¢ 0.82
39 Y <0.¢ <1 0.4(C
4C Zr 7 18C 15.7¢
41 Nb <0.¢ 4 0.62
42 Mo 10 <2 27.0¢
43 Tc

44 Ru 1 12.7:
45 Rh 2 2.92
46 Pc < 1C 16.5(
47 Ag 10 <7 84.1:
48 Cd 30 27 53.0(
49 In 20 41 0.6(
5C Sr 70 < 4% 4.0t

-127 -



Atomic Element Impurity concentration, ng/g

No symbol  sypplier AQura NRC NIM
51 Sk 20 <g 3.3t
52 Te < 2C 18 8.2(
53 | <1 <3 0.3¢
54 Xe

55 Cs <1 <1 0.8(¢
56 Ba <1 <1 <1
57 La 8 9 0.5C
58 Ce 10 20 0.1¢
59 Pr 1 0.3(C
60 Nd 10 2.9¢
61 Prr

62 Sir <4 6.2(
63 Eu <2 1.0C
64 Gd </ 0.92
65 Th <1 <1
66 Dy <5 1.6
67 Ho <1 0.6£
68 Er <3 1.3(
69 Tm <1 0.4%
70 Yb <4 0.7¢
71 Lu <1 0.1f
72 Hf 0.2 <4 2.7¢
73 Ta 0.9t
74 W 20 <3 1.2C
75 Re 7 1.0z
76 Os <2 4.3¢
77 Ir <3 0.7(
78 P1 < 1C <11 5.9(C
79 Au 4 < 92( 1.8¢
80 Hg <2C <3z 11.3¢
81 Tl <8 <8 4.6t
82 Pk 10 8 129.1¢
83 Bi 1 70( 21 0.92
84 Pc

85 At

86 Rn

87 Fr

88 Re&

89 Ac

9C Th 0.t <1 0.3¢
91 Pe

92 U 0.1 <1 0.2C
93 Np

94 PL

Table 12: Results of the GDMS analyses for batametal from ESPI Metals. The
technique employed in the analysis provided bystiygplier of the metal batch was
ICP. No information was given about detection Isxfiir the other elements scanned.
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Atomic Element Impurity concentration, ng/g
No symbol  sypplier AQura NRC NIM
1 H
2 He
3 Li 0.t <2 13.1(
4 Be <10C 5 <0.C 1.2t
5 B < 10( 9 22 11.8¢
6 C
7 N
8 @)
9 F <2 428.5(
1C Ne
11 Na 20 <1 60.0¢
12 Mg <10( 20c 27C 135.7:
13 Al Matrix Matrix Matrix Matrix
14 Si < 50( 40C 50C 1116.8!
15 P < 5 00( 30 7 54.0¢
1€ S 50 <3
17 Cl 7 927.6¢
18 Ar
18 K 30 <4 16.9¢
2C Ce < 50( < 3C <17 56.2(
21 Sc 30 53 34.0¢
22 Ti <10C 50 52 95.1¢
23 V <10( 20 29 30.1¢
24 Cr <10C 20 25 17.4¢
25 Mn <10( 20 14 20.7¢
26 Fe <10C 10C 22C 130.1%
27 Cc < 10c <2 <0.4 4.2t
28 Ni < 30( 5 4 5.6%
29 Cu <10C 70 23 781.7(
3C Zn < 50( 40 24 40.2(
31 S < 10( 5 <k 4.4%
32 Ge <1 00( <2C <8 394.1¢
33 As < 2 00( 40 <E 96.1¢
34 Se <6( <7C 19 056.0:
3E Br < 3C <1C 122.0:
36 Kr
37 Rk <2 <1 0.8t
38 Si < 10( <0.¢ <0.t 0.3C
3¢ Y <0.t <0. 0.1z
4C Zr < 10( 20 13C 23.9¢
41 Nb <0.¢ 3 0.4f
42 Mo < 50( 6 <2 32.7¢
43 Tc
44 Ru 0.5 3.4C
45 Rh 2 1.6
46 Pc < 20( <g 7.9t
47 Ag <10C 10 <@ 89.0¢
48 Cd <10( 80 26 70.4%
49 In < 50( 10 15 0.3t
5C Sr <1 00( 30C 29(C 2.5¢
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Atomic Element Impurity concentration, ng/g

No symbol  sypplier AQura NRC NIM
51 Sk <1 00( < 1C <7 6.4(
52 Te <5 00( < 2C 21 51.9¢
53 | <1 <?2 <1
54 Xe

55 Cs <1 <0.§ 0.9¢
56 Ba < 10( <1 <0.¢ 5.8¢
57 La <0.€ <0.€ <1
58 Ce <1 <0.€ 9.12
59 Pr <1 1.0C
6C Nd <5 <1
61 Prr

62 S <4 3.9
63 Eu <2 0.9t
64 Gd <4 1.1¢F
65 Th <1 0.6(
66 Dy <4 3.1<
67 Ho <1 <1
68 Er <3 0.8(
69 m <1 0.3¢
7C Yb <4 2.7C
71 Lu <1 0.3
72 Hf 1 <3 31.1¢
73 Ta 0.9:
74 W 10 <2 61.4(
75 Re <2 <1
76 Os¢ <2C 7.6%
77 Ir 3 1.2¢
78 Pi <1 00( < 1C <8 1.7¢
79 Au < 10(C 3 <1 30( 0.5¢
8C Hg < 50( <2( <2t 5.0C
81 Tl <1 00( <8 <6 1.7¢
82 Pk < 2 00( 4 8 114.4:
83 Bi < 3 00( 20 <3 1.6¢
84 Pc < 10(

85 At < 50(

86 Rn <1 00(

87 Fr <1 00(

88 Re& < 5 00(

89 Ac

9C Th 0.1 <0.§ 0.9
91 Pe

92 U < 10(C 0.1 <0.¢ 0.4¢
93 Np

94 PL

Table 13: Results of the chemical analyses forthatenetal from Honeywell. The
technique employed in the analysis provided bystiygplier of the metal batch
was ICP-AES.
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Atomic Element Impurity concentration, ng/g

No symbol  sypplier AQura NRC NIM
1 H

2 He

3 Li <5 0.4 <3 17.9(
4 Be <5 <8 <1 2.1
5 B <5 10 <2 6.97
6 C

7 N

8 (@]

9 F <4 301.0°
1C Ne

11 Na <5 20 <1 170.6(
12 Mg 88 10C 37 3.6
13 Al Matrix Matrix Matrix Matrix
14 Si 154 20C 18C 562.1:
15 P 30 <3 15.8(
16 S 50 <4

17 Cl <2 528.2(
18 Ar

19 K < 10(C 10 <4 9.3(
2C Ce < 2C 50 < 1€ 48.5]
21 Sc 40 52 54.3:
22 Ti 58 30 49 44.7:
23 V 17 10 23 22.9]
24 Cr 37 40 40 65.0(
25 Mn 24 30 37 50.6:
26 Fe 7 10C 26( 34.9(
27 Cc <5 <2 <0.€ 1.3¢
28 Ni <5 5 <2 19.9:¢
29 Cu < 20( 30 25 494 4:
3C Zn < 5C 30 23 52.0¢
31 c <5 4 <5 < 0.01]
32 Ge < 4C < 3C <g 386.1:
33 As <5 30 <3 86.4(
34 Se 50 <7C 33 655.11
35 Br < 3C < 1C 258.5]
36 Kr

37 Rk <2 <1 1.67
38 Si <1 <0.€ 0.1C
39 Y <0.€ <0.¢ 0.2%
40 Zr <5 1 11C 2.8¢
41 Nb <1 5 0.3(
42 Mo <5 9 <2 5.0C
43 Tc

44 Ru 0.4 5.8(
45 Rh 2 1.7
46 Pc < 10(C 10 13.97
47 Ag <5 6 <7 124.4(
48 Cd < 5C 30 < 2z 958.2°
49 In <5 9 <2 0.67
5C Sr < 5C 40 15C 2.3(C
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Atomic Element Impurity concentration, ng/g

No symbol  sypplier AQura NRC NIM
51 Sk <5 10 <5 <0.01
52 Te <2 23 13.57
53 | <2 <3 1.3(C
54 Xe

55 Cs < 1C <2 <0.¢ 0.4%
56 Ba <5 <1 <1 4.3(
57 La <5 1 <0.7 0.5:
58 Ce <5 <1 <0.7 0.7:
59 Pr <1 0.3
6C Nd <5 00( <6 < 0.0]
61 Prr

62 S <4 < 0.0]
63 Eu <2 < 0.0]
64 Gd <4 3.97
65 Th <1 0.7%
66 Dy <5 1.8(C
67 Ho <1 0.7¢
68 Er <4 1.4z
69 m <1 0.67
7C Yb <4 1.57
71 Lu <1 0.6(
72 Hf 0.7 <4 1.27
73 Ta < 0.01
74 W <2t 9 5 < 0.01]
75 Re 10 1.1C
76 Os¢ <2 < 0.01
77 Ir <3 0.7
78 Pi < 10( 20 <8 3.1C
79 Au < 1C 3 <1 30( 2.0
8C Hg < 5(C < 2(C < 2¢ < 0.0]
81 Tl <g <7 4.0¢
82 Pk <5 <3 <3 440.4(
83 Bi <5 6 <3 2.02
84 Pc

85 At

86 Rn

87 Fr

88 Re&

89 Ac

9C Th <0.7 0.1 <0.€ 0.4C
91 Pe

92 ) <0.7 <0.1 <1 < 0.01
93 Np

94 PL

Table 14: Results of the GDMS analyses for batametial from New Metals.
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Atomic Element Impurity concentration, ng/g
No symbol  sypplier AQura NRC NIM
1 H
2 He
3 Li <1 <1 <2 71.7¢
4 Be <1 7 <0.f 1.7¢
5 B <1C 60 <1 125.8(
6 C
7 N
8 O
9 F <3 374.4¢
1C Ne
11 Na 4 30 <1 118.9¢
12 Mg 45 50 76 2.4
13 Al Matrix Matrix Matrix Matrix
14 Si 27C 40C 33C 735.0¢
15 P 30 12 11.6¢
16 S 10C <3
17 Cl 9 1204.8:
18 Ar
19 K <10C 20 < 21.1C
2C Ce < 5(C 90 < 1€ 20.9(
21 Sc 40 57 34.4f
22 Ti 1C 40 10 19.6¢
23 V 65 40 61 58.9¢
24 Cr 15 40 15 32.4f
25 Mn 3 10 4 10.2¢
26 Fe 55 20C 70 98.7(
27 Cc <1 2 <0.t 0.3¢
28 Ni 1C 20 9 8.0z
29 Cu 57 40C 18 516.8"
3C Zn <2 20 27 141.5!
31 g <1 10 </ 12.2(
32 Ge < 5(C <3C <7 467.5(
33 As <5 50 </ 137.0(
34 Se <3C 70 < 6( 25 090.5:
35 Br < 5(C < 3C <1C 193.9(
36 Kr
37 RE 2 <1 1.7¢
38 Si <1 <0.€ 3.4¢
39 Y <0.t <0.7 0.5¢
4C Zr 7 5 62 3.8¢
41 Nb 3 0.7 2 0.9:
42 Mo 24 40 <2 32.1¢
43 Tc
44 Ru 0.7 7.8¢
45 Rh 2 0.9¢
46 Pc <1C 103.4¢
47 Ag <1 1C <@ 891.0¢
48 Cd <1C 50 89 55.8(
48 In <1 8 74 <1
5C Sr <2 30C <3z 1.8
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Atomic Element Impurity concentration, ng/g

No symbol  sypplier AQura NRC NIM
51 Sk <5 < 1C <g 14.8:
52 Te 10 22 7.3C
53 | <2 <2 1.0t
54 Xe

55 Cs <1 <? <0.€ 0.3¢
56 Ba <1 1 <0.7 6.9
57 La <1 <1 <0.€ 0.6¢
58 Ce <1 <1 <0.€ 0.6(
59 Pr <1 1.1C
6C Nd <3 <6 3.5¢
61 Prr

62 S <4 3.7¢
63 Eu <2 0.4%
64 Gd <5 4.8(
65 Th <1 0.8t
66 Dy <5 2.8
67 Ho <1 0.2¢
68 Er <4 1.1t
69 m <1 1.0t
7C Yb <4 1.2¢
71 Lu <1 0.2¢
72 Hf <1 7 <3 <1
73 Ta 0.4%
74 W <1 70 <2 2.1%
75 Re <2 0.9C
76 Os¢ <2 <1
77 Ir <4 1.2C
78 Pi <2 < 1C <8 7.4¢
79 Au 5 <110( 0.8:
8C Hg < 1C < 2(C < 24 5.0¢
81 Tl <1 <g <6 4.8:
82 Pk <1 5 8 173.8¢
83 Bi <1 30 <3 2.0¢
84 Pc

85 At

86 Rn

87 Fr

88 Re&

89 Ac

9C Th <0.z <0.1 <0.€ 1.9C
91 Pe

92 ) <0.: 0.1 <0.¢ 0.7
93 Np

94 PL

Table 15: Results of the GDMS analyses for batametal from Sumitomo.
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It is important to observe that extreme caas vtaken during the preparation of the
samples, which included cleaning and baking of ghaphite moulds and use of
vacuum during the casting. Furthermore, accordmght GDMS providers, the
samples are generally chemically etched beforeysisalOnce inside the analyser,
readings are only taken into account after the $ahmgs been through an initial period
of 30 min of sputtering (guaranteeing that validdiags are taken only after the beam
reached several microns inside the sample so tssilde contaminants in the outer
surface are ignored). Nevertheless, considerabt@atia in the quality of the
chemical analyses was observed. This could bealtleetfact that the samples were
not good representatives of the batches, then sanfigm the same batch presented
very different characteristics because the batakslahomogeneity in impurity
distribution among the pellets as the process ahifog the pellets could cause
segregation of impurities so that different pelletsuld have different residual

impurity compositions.

Another hypothesis would be that the technitgedf needs improvements and the
analysers need to be calibrated (hence traceabieasresults from different analysers

provide more agreeable results for a given sample.

The first hypothesis is very likely to happa it is very difficult to establish an
adequate sampling to represent the metal portied i cast the fixed point ingot
(maybe adding more samples to be sent to each G&udflier but it would increase
the costs of production considerably). Howevert th@es not exclude the fact that
chemical analyses at this level of resolution seljuire improvement to achieve
comparability of resultf39]. This is especially valid for the discreparscabserved in
the NIM results, which presented several peakafoumber of elements (F, Si, Cl,
Cu, Ge, Se, Br and Pb) while the results from tihermproviders were, in most of the
cases, either below the detection limits or in carapvely much lower concentrations.
This could be an indication that there was someacoimation present in the NIM
GDMS device. Further concerning the values in #dides 11 — 15 corresponding to
NIM measurements, it is important to note that tleyot represent the real resolution
of the analyser (0.01 ppb) but were actually trtetasince most values were
expressed with too many significant figures in éiseays.
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In general, very little information was givesith respect to the uncertainty of the
measurements. For example, incomplete (as jusepe&rges were provided without
declaration of coverage factors and/or degreagetibm) uncertainty statements were
provided only by two of the chemical analyses pidevs (AQura and NRC). Assays

provided by the metal suppliers contained no inftram about uncertainties either.

Due to its semi-quantitative capabilities, emainties declared by NRC were
expressed as ‘a factor of two’ (one-half to twadjodf the values indicated for all 54
elements scanned. This tends to be the standactigeraf uncertainties are declared
at all. The vast majority of assays supplied widghhpurity metals do not come with

a declaration of uncertainties.

AQura uncertainties varied from x 20 % toaatbr of five’ (figure 40 / table 16).
The smaller uncertainties were achieved for soramehts due to a self-calibration

capability of the analyser for these elements.

For the purpose of making the calculationsgutainties declared as ‘factor of two’
were translated into the value of the concentratiself and ‘factor of five’ was
considered as four times its concentration. lrogder cases where uncertainties were
not stated, the uncertainty was assumed to be @gumahgnitude to the amount of
impurity stated in the assays (as if they wereated as a ‘factor of two’).

H He
Li Be B C N o F Ne
Na Mg Al Si P S Cl Ar
K Ca Sc Ti \% Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr
Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sb Te I Xe
Cs Ba Hf Ta w Re Os Ir Pt Au Hg Tl Pb Bi Po At Rn
Fr Ra Rf Db Sg Bh Hs Mt Ds Rg Cn Uut F1 Uup Lv Uus | Uuo
La Ce Pr Nd Pm Sm Eu Gd Tb Dy Ho Er Tm Yb Lu
Ac Th Pa U Np Pu Am Cm Bk Ccf Es Fm Md No Lr

[ ]:20% [ ]20%-500%
I:l 50 % - 200 % |:| Element not scanned for

Figure 40: Uncertainties declared by AQura for7beslements scanned.
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: i : i
Atomic Element u(cp) Atomic Element u(cp)

No % No %

1 H 48 Cd 50-20C
2 He 49 In 50-20C
3 Li 50-20C 50 Sr 50-20C
4 Be 50-20C 51 Sk 50-20C
5 B 50-20C 52 Te 50-20C
6 C 53 I 20-50C
7 N 54 Xe

8 O 55 Cs 20-50C
9 F 56 Ba 50-20C
1C Ne 57 La 50-20C
11 Na 50-20C 58 Ce 50-20C
12 Mg +2C 59 P1 50-20C
13 Al Matrix 60 Nd 5C - 20C
14 Si +2C 61 Prr

15 P +2C 62 Sir 50-20C
16 S 50-20C 63 Eu 50-20C
17 Cl 64 Gd 50-20C
18 Ar 65 Tb 50-20C
19 K 50-20C 66 Dy 50-20C
20 Ce 50-20C 67 Ho 50-20C
21 Sc 50-20C 68 Er 50-20C
22 Ti +2C 69 Tm 50-20C
23 V +2C 70 Yb 50-20C
24 Cr +2C 71 Lu 50-20C
25 Mn +2C 72 Hf 50-20C
26 Fe +2C 73 Ta

27 Cc 50-20C 74 W 50-20C
28 Ni +2C 75 Re 50-20C
29 Cu +2C 76 Os 50-20C
3C Zn +2C 77 Ir 50-20C
31 Ge +2C 78 Pi 50-20C
32 Ge 50-20C 79 Au 50-20C
33 As 50-20C 80 Hg 50-20C
34 Se 50-20C 81 TI 50-20C
35 Br 20-50C 82 Pt +2C
36 Kr 83 Bi 50-20C
37 RE 20-50C 84 Pc

38 Si 50-20C 85 At

39 Y 50-20C 86 Rn

4C Zr 50-20C 87 Fr

41 Nb 50-20C 88 Rz

42 Mo 50-20C 89 Ac

43 Tc 90 Th 50-20C
44 Ru 50-20C 91 Pe

45 Rh 50-20C 92 U 20-50C
46 Pc 50-20C 93 Np

47 Ag +2C 94 PL

Table 16: Uncertainties declared by AQura for tBeelements scanned.
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5.3. Freezing curve measurements

The five aluminium fixed point cells used st study were measured rigorously
following the protocol described in chapter 4. Each of the cells, a total of four
complete freezing curves was obtained to be uséupas to calculate the correction
and uncertainty estimates according to the Sdpeitlient and thermal methodologies.
The freezing curves obtained with the fixed pomitcfor the calculations are shown
in figures 41-45.
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Figure 41: The four freezing curves measured fercill using aluminium from
Alfa Aesar (cell Al-A).
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Figure 42: The four freezing curves measured fercill using aluminium from
ESPI (cell Al-E).
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Figure 43: The four freezing curves measured fercill using aluminium from
Honeywell (cell Al-H).
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Figure 44: The four freezing curves measured fercill using aluminium from New
Metals (cell Al-N).
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Figure 45: The four freezing curves measured fercell using aluminium from
Sumitomo (cell Al-S).
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Overall, the four curves measured with each steow great reproducibility,
especially at the first half of the freezing, etleough the freezing curves measured in
cells Al-A and AI-N have unexpected shapes. Theémelduced with samples from
Alfa Aesar (Al-A) exhibited an abnormal steep begng (equivalent to about 2.2 mK,
present up to $0.20). This was possibly caused by the increasedentration of
high k impurities (whose effect causes the elevatiomeffteezing temperature of the

material), as were also detected in the GDMS apalys

The cell constructed using samples suppliedNbyw Metals (Al-N) generated
curves with a discontinuity in the slope range talgahe end of the freezing plateau
(varying from curve to curve, overall froms .65 onwards) marked by a sudden
decrease in the freezing rate as if the freezebeasy delayed. No changes in the
furnace controllers or measurement system was wgaturing this phenomenon.
This result is most certainly due to the effeciropurities, probably resulting from
impurities that were kept immiscible and somehdvera reaction was triggered, they
were gradually aggregated in the solution in therlatage of the freezing. It is
speculated that highimpurities could also be the cause of this reactmut contrary
to what occurred with cell Al-A, in this case thesuld only prevail later in the
freezing, towards the end of the phase transition.

An alternative explanation of the behaviourcell AI-N could be that lowk
impurities that were dissolved in the liquid mettdrted to solidify shortly after the
beginning of the freeze, becoming apparent rigter &f0% of the freezing occurred.
Due to the build up of the concentration of thespurities in the solid-solid solution,
they increased the slope of the freezing curvesirigrthe plateau downwards as the
freezing progressed (hence resulting in an inceefieezing range). This effect would
then continue until these impurities were all froz&he later part (flatter section)
could be explained as either the system (onceffode those impurities) recovering
and then compensating for this at the end of thezing or highk impurities being
dissolved later in the freeze, counterbalancing ittigal effect of those lowk
impurities. It must be noted that neither of thegpotheses were confirmed by the
GDMS results for the samples supplied by New Metilsce no clear relation could
be established between the impurity content andvémaviour of the freezing curve,

as it was the case for cell Al-A.
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To illustrate the differences between theZmeg behaviour of the cells, figure 46

shows a representative curve from each of them.
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Figure 46: Detail of representative freezing cufeeseach of the five cells.

Since the curve from cell Al-A exhibited a egte beginning, to facilitate
comparison, its freezing curve was shifted up y@K. Furthermore, it is important
to note that all curves are normalised, which iegplihat the origin of each curve
derives independently from each particular freezagye that was measured. This is
because the application of the correction methagletofor which these curves were
intended does not require absolute temperaturdsimperature differences in relation
to the maximum measured. Due to the nature of thesesurements, comparisons in
terms of absolute temperatures are neither appdicatr possible: these are only
relevant for the last methodology applied, the diell comparison. If so required,
these curves would have to be plotted and comparetms ofW(Tgo) (equation 2)
with the application of the necessary correctioas, previously described in
section 4.2.2.1 (cell comparisons). Measurement®/@o) (from which one would
derive Too) would demand the withdrawal and annealing of $RRT after every
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freezing curve realisation (section 4.1.2), whiclould expose the sensor to

unnecessary risks and be considerably more timgucoimg.

In this chapter | described the results ofctemical analyses provided by the metal
suppliers and compared them with the GDMS analgs@plied by the third party
laboratories AQura, NRC and NIM. These resultshaiefly discussed (including the
uncertainties of the assays). Subsequently, tlezifig curves obtained with the five
cells are provided. The analysis of these resulduding the application of the
methodologies proposed is given in chapter 6, tmgewith a discussion of the
findings.
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Chapter 6

Results for the calculations of the various

impurity correction methodologies investigated

In this chapter the impurity assays and tkeZing curve measurements given in
the previous chapter were used to investigatedhews proposed correction methods.
In brief, the GDMS results were the main inputtfoe calculation of both the Sum of
Individual Estimates (SIE) and the Overall Maximistimate (OME) methodologies
and also contributed for the calculations of therid/ SIE/modified OME approach.
The other methodologies relied on the measurenfdréerzing curves from the fixed
point cells. The estimates calculated accordinght Scheil, the gradient and the
thermal analysis methods required that the freeaimges were parameterised through
least square fitting. The results of the calculatiare given in the sections to follow.

6.1. Sum of Individual Estimates (SIE) correction and uncertainty

calculation

The calculations for the Sum of Individual iEsites were performed through the
application of equations 18 and 19 (in chapter2he impurity concentrations;()
given by the GDMS analyses together with the cpoeding values for the
liquidus slopesrt!), given in table 4. The uncertainties for the idys slopesy(m)),
were also taken from table 4 (in chapter 2). Theeuainties for the impurity
concentrationsu(c),)) given by the GDMS in the assays were obtainedraaty to

the percentages assigned for the individual elesnent

« for the analyses provided by AQura, they were dated according to the

percentages given in table 16 (in chapter 5);
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» for the analyses provided by NRC, as per declaratiothe certificates of
analyses, the uncertainties were taken as equivalemagnitude to the value
of the impurity concentration itself;

» for the assays provided by the metal supplierselsas NIM, the uncertainty
for all elements was assumed to be the same c&R@ssince no declaration

of uncertainties was provided.

To facilitate the comparison of the calculaipthe corrections and uncertainties
performed according to the SIE methodology fordbk Al-S (Sumitomo) are given
in tables 17 — 20. Subsequently, a summary of lBee&3ults for all five cells is shown
in table 21.
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Individual  Uncertainty

Atomic  Element €l u(cn) m, u(m,) Correction Contribution
No symbol
ng/g ng/g uK/ppbw  pK/ppbw HK K 2

1 H —17.87: 0.10¢

2 He - 4527 0.001

3 Li <1 0.5C - 1.31¢ 1.03( — 0.7C
4 Be <1 0.5C -1.83¢ 0.111 — 0.8¢
5 B < 1C 5.0C —1.85¢ 0.77¢ — 101.3(
6 C -1.131 0.87(

7 N -1.27¢ 0.02(

8 O —0.39¢ 0.11¢

9 F 0.00( 0.00(

1C Ne —0.89¢ 0.00(

11 Na 4 4.0 -0.72¢ 0.15( —2.8¢ 8.7¢
12 Mg 45 45.0( —0.45( 0.11¢ —-20.2¢ 436.4¢
13 Al Matrix Matrix Matrix Matrix Matrix Matrix
14 Si 27C 270.0( -0.62° 0.09: —168.1¢ 28 916.4.
15 P -0.83¢ 0.57¢

1€ S -0.511 0.131

17 Cl 0.00( 0.00(

18 Ar —0.45¢ 0.00(

1¢ K < 10C 50.0( -0.277 0.26° — 363.9°
2C Ce < 5C 25.0( -0.47( 0.08¢ — 142.7:
21 Sc -0.22¢ 0.517

22 Ti 10 10.0( 4.60% 1.89¢ 46.0% 2 481.9:
23 Vv 65 65.0( 3.32] 1.78¢ 215.8¢ 60 125.3!
24 Cr 15 15.0( 1.05] 0.63¢ 15.77 339.0¢
25 Mn 3 3.0C 0.11F 0.26¢ 0.3¢ 0.7t
2€ Fe 55 55.0( -0.311 0.02¢ —-17.1C 294.2:
27 Cc <1 0.5C -0.297 0.01¢ — 0.0z
28 Ni 10 10.0( —0.30¢ 0.05¢ -3.0¢ 9.84
29 Cu 57 57.0( - 0.252 0.09¢ —14.3¢ 235.0¢
3C Zn <2 1.0C - 0.037 0.15¢ — 0.0¢
31 Ge <1 0.5C - 0.15C 0.08: — 0.01
32 Ge < 5C 25.0( —0.20¢ 0.03: — 27.6¢
33 As <5 2.5 -0.23¢ 0.01¢ — 0.3t
34 Se < 3C 15.0( —0.28¢ 0.13¢ — 22.7¢
35 Br < 5C 25.0( -0.227 0.06¢ — 35.01
3€ Kr -0.21¢ 0.06¢

37 Rk —0.16( 0.06¢

38 St -0.19¢ 0.01¢

3¢ Y -0.19:2 0.011

4C Zr 7 7.0C 1.23¢ 1.01¢ 8.6% 125.1(
41 Nb 3 3.0C 5.47¢ 1.697 16.4: 295.9¢
42 Mo 24 24.0( 1.15¢ 0.901 27.72 1 236.3:
43 Tc 0.04% 0.317

44 Ru —0.14: 0.04¢

45 Rh 0.06¢ 0.437

4€ Pc —0.057 0.19¢

47 Ag <1 0.5C 0.01( 0.18¢ — 0.01
48 Cd <1C 5.0C -0.11- 0.03¢ — 0.3t
49 In <1 0.5C -0.157 0.02¢ — 0.01
5C Sr < 2C 10.0( -0.14: 0.00¢ — 2.0z
51 Sk <5 2.5 —0.081 0.07z — 0.07
52 Te -0.11¢ 0.05(

53 | 0.00( 0.00(

54 Xe -0.137 0.00z

5& Cs <1 0.5C -0.10¢ 0.041 — 0.0C
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Individual  Uncertainty

Atomic  Element €l u(cr) m, u(my) Correction Contribution

No symbol

ng/g ng/g UK/ppbw  pK/ppbw uK uK 2
5€ Ba <1 0.5( -0.07¢ 0.071 — 0.0C
57 La <1 0.5( -0.121 0.01¢ — 0.0C
58 Ce <1 0.5( -0.12¢ 0.00z — 0.0C
5¢ Pr -0.127 0.00z
6C Nd <3 1.5C -0.12¢ 0.00z — 0.0z
61 P 0.00( 0.00(
62 S -0.11C 0.01%
63 Eu -0.11¢ 0.03¢
64 Gd -0.11¢ 0.002
65 Tb -0.107% 0.01(
6€ Dy -0.101 0.01%
67 Ho —0.09¢ 0.01%
68 Er —0.09¢ 0.01%
69 Tm -0.10¢ 0.00«
7C Yb —0.04¢ 0.05¢
71 Lu -0.10¢ 0.031
72 Hf <1 0.5C 2.391 2.522 — 3.0z
73 Ta 5.44: 1.25¢
74 w <1 0.5C 0.48¢ 0.87: — 0.2t
75 Re 0.09¢ 0.131
7€ Os 0.40( 0.657
77 Ir 0.37¢ 0.622
78 P1 <2 1.0C 0.01% 0.19( — 0.04
79 Au —-0.01C 0.07¢
8C Hg < 1C 5.0C —0.03( 0.05¢ — 0.11
81 Tl <1 0.5( —0.05¢ 0.02¢ — 0.0C
82 Pk <1 0.5( —0.052 0.05¢ — 0.0C
83 Bi <1 0.5( - 0.03¢ 0.01: — 0.0C
84 Pc 0.00( 0.00(
8t At 0.00( 0.00(
8€ Rn —0.081 0.00(
87 Fr 0.00( 0.00(
88 c 0.00( 0.00(
8¢ Ac 0.00( 0.00(
9C Th <0.2 0.1t —0.052 0.03¢ — 0.0C
91 c - 0.07¢ 0.02¢
92 U <0.2 0.1t —0.06( 0.027 — 0.0C
93 Np -0.077 0.02:
94 PL —0.04¢ 0.03¢

SIE correction —0.11 mK
u? (Z contributions) 95 206.55uK 2
u (AT si) +0.31 mK

Table 17: Calculation of SIE correction and undatjafor Al metal sample from

Sumitomo based on the assay provided by the mabalisr.
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Individual

Uncertainty

Atomic  Element €l u(cn) m, u(m,) Correction Contribution

No symbol

ng/g ng/g uK/ppbw  pK/ppbw HK K 2
1 H —17.87: 0.10¢
2 He - 4527 0.001
3 Li <1 0.5C - 1.31¢ 1.03( — 0.7C
4 Be 7 7.0C -1.83¢ 0.111 -12.8¢ 165.0¢
5 B 60 60.0( —1.85¢ 0.77¢ —111.5( 14 587.6
6 C -1.131 0.87(
7 N -1.27¢ 0.02(
8 O —0.39¢ 0.11¢
9 F 0.00( 0.00(
1C Ne —0.89¢ 0.00(
11 Na 30 30.0( -0.72¢ 0.15( —-21.71] 491.4¢
12 Mg 50 10.0( —0.45( 0.11¢ —22.4¢ 53.71
13 Al Matrix Matrix Matrix Matrix Matrix Matrix
14 Si 40C 80.0( -0.62° 0.09: —249.1¢ 3 881.3i
15 P 30 6.0C -0.83¢ 0.57¢ - 25.0¢ 323.5¢
1€ S 10C 100.0( -0.511 0.131 —-51.1¢ 2 786.1i
17 Cl 0.00( 0.00(
18 Ar —0.45¢ 0.00(
1¢ K 20 20.0( -0.277 0.26° —-5.5¢ 58.2¢
2C Ce 90 90.0( -0.47( 0.08¢ —42.2¢ 1 849.7:
21 Sc 40 40.0( -0.22¢ 0.517 —8.9¢ 508.0¢
22 Ti 40 8.0C 4.60% 1.89¢ 184.3( 7 103.2
23 \Y 40 8.0C 3.32] 1.78¢ 132.8¢ 5 829.0:
24 Cr 40 8.0C 1.05] 0.63¢ 42.0F 714.2:
25 Mn 10 2.0C 0.11F 0.26¢ 1.1% 7.04
2€ Fe 20C 40.0( -0.311 0.02¢ —-62.2( 177.0¢
27 Cc 2 2.0C -0.297 0.01¢ —0.5¢ 0.3t
28 Ni 20 4.0 —0.30¢ 0.05¢ -6.17 2.7¢
29 Cu 40C 80.0( - 0.252 0.09¢ —100.6: 1 856.3!
3C Zn 20 4.0C - 0.037 0.15¢ -0.7¢ 9.71
31 Ge 10 2.0C - 0.15C 0.08: —1.5C 0.7¢
32 Ge < 3C 15.0( —0.20¢ 0.03: — 9.9¢
33 As 50 50.0( -0.23¢ 0.01¢ —-11.7¢ 138.6¢
34 Se 70 70.0( —0.28¢ 0.13¢ —20.1¢ 495.2¢
35 Br < 3C 60.0( -0.227 0.06¢ — 186.0°
3€ Kr -0.21¢ 0.06¢
37 Rk 2 8.0C —0.16( 0.06¢ -0.32 1.67
38 St <1 0.5C -0.19¢ 0.01¢ — 0.01
3¢ Y <0.€ 0.4C -0.19:2 0.011 — 0.01
4C Zr 5 5.0C 1.23¢ 1.01¢ 6.17 63.8¢2
41 Nb 0.7 0.7C 5.47¢ 1.697 3.8% 16.1]
42 Mo 40 40.0( 1.15¢ 0.901 46.2( 3434.2!
43 Tc 0.04% 0.317
44 Ru 0.7 0.7C —0.14: 0.04¢ —-0.1C 0.01
45 Rh 2 2.0C 0.06¢ 0.437 0.14 0.7¢
4€ Pc <1C 5.0C —0.057 0.19¢ — 1.0z
47 Ag 10 2.0C 0.01( 0.18¢ 0.1C 3.37
48 Cd 50 50.0( -0.11- 0.03¢ -5.61 35.0(
49 In 8 8.0C -0.157 0.02¢ —-1.2¢t 1.6C
5C Sr 30C 300.0¢( -0.14: 0.00¢ —42.6¢ 1 821.0¢
51 Sk <1C 5.0C —0.081 0.07z — 0.2¢
52 Te 10 10.0( -0.11¢ 0.05( —-1.1¢ 1.6C
53 | <2 4.0 0.00( 0.00( — 0.0C
54 Xe -0.137 0.00z
5& Cs <2 4.0C -0.10¢ 0.041 — 0.1¢
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Individual  Uncertainty

Atomic  Element €l u(cr) m, u(my) Correction Contribution

No symbol

ng/g ng/g UK/ppbw  pK/ppbw uK uK 2
5€ Ba 1 1.0C -0.07¢ 0.071 —0.0¢ 0.01
57 La <1 0.5( -0.121 0.01¢ — 0.0C
58 Ce <1 0.5( -0.12¢ 0.00z — 0.0C
5¢ Pr <1 0.5C -0.127 0.00z — 0.0C
6C Nd <6 3.0C -0.12¢ 0.00z — 0.14
61 Pr 0.00( 0.00(
62 Sir <4 2.0C -0.11C 0.01% — 0.0t
63 Eu <2 1.0C -0.11¢ 0.03¢ — 0.0z
64 Gd <5 2.5C -0.11¢ 0.002 — 0.0¢
65 Tb <1 0.5C -0.107% 0.01( — 0.0C
6€ Dy <5 2.5( -0.101 0.01% — 0.07
67 Ho <1 0.5C —0.09¢ 0.01% — 0.0C
68 Er <4 2.0C —0.09¢ 0.01% — 0.04
69 Tm <1 0.5C -0.10¢ 0.00« — 0.0C
7C Yb <4 2.0C —0.04¢ 0.05¢ — 0.0z
71 Lu <1 0.5( -0.10¢ 0.031 — 0.0C
72 Hf 7 7.0C 2.391 2.522 16.7° 591.6¢
73 Ta 5.44: 1.25¢
74 W 70 70.0(C 0.48¢ 0.87: 34.1¢ 4 902.9:
75 Re <2 1.0C 0.09¢ 0.131 — 0.0z
7€ Os < 2C 10.0(¢ 0.40( 0.657 — 59.1¢
77 Ir <4 2.0C 0.37¢ 0.622 — 2.11
78 P1 <1C 5.0C 0.01% 0.19( — 0.91
79 Au 5 5.0C —-0.01C 0.07¢ — 0.0t 0.14
8C Hg < 2C 10.0(¢ —0.03( 0.05¢ — 0.4z
81 TI <9 4.5(C —0.05¢ 0.02¢ — 0.0¢
82 Pt 5 1.0C —0.052 0.05¢ —-0.2¢ 0.0¢
83 Bi 30 30.0( - 0.03¢ 0.01: -1.1¢ 1.51
84 Pc 0.00( 0.00(
8t At 0.00( 0.00(
8€ Rn —0.081 0.00(
87 Fr 0.00( 0.00(
88 Re 0.00( 0.00(
8¢ Ac 0.00( 0.00(
9C Th <0.1 0.0t —0.052 0.03¢ — 0.0C
91 c - 0.07¢ 0.02¢
92 U 0.1 0.4C —0.06( 0.027 -0.01 0.0C
93 Np -0.077 0.02:
94 PL —0.04¢ 0.03¢

SIE correction 0.34 mK
u? (Z contributions) 52 176.7QuK 2
u (AT si) +0.23 mK

Table 18: Calculation of SIE correction and undatjafor Al metal sample from

Sumitomo based on the chemical analysis suppliediQuyra.
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Individual  Uncertainty

Atomic  Element €l u(cn) m, u(m,) Correction Contribution

No symbol

ng/g ng/g uK/ppbw  pK/ppbw HK K 2
1 H —17.87: 0.10¢
2 He - 4527 0.001
3 Li <2 1.0C - 1.31¢ 1.03( — 2.8(
4 Be <0.€ 0.4C -1.83¢ 0.111 — 0.5¢
5 B <1 0.5C —1.85¢ 0.77¢ — 1.01
6 C -1.131 0.87(
7 N -1.27¢ 0.02(
8 O —0.39¢ 0.11¢
9 F <3 1.5C 0.00( 0.00( — 0.0C
1C Ne —0.89¢ 0.00(
11 Na <1 0.5C -0.72¢ 0.15( — 0.14
12 Mg 76 76.0( —0.45( 0.11¢ —-34.1% 1 244.8!
13 Al Matrix Matrix Matrix Matrix Matrix Matrix
14 Si 33C 330.0¢( -0.62° 0.09: —205.5¢ 43 196.1.
15 P 12 12.0( -0.83¢ 0.57¢ —-10.01 147.9°
1€ S <3 1.5C -0.511 0.131 — 0.6<
17 Cl 9 9.0C 0.00( 0.00( 0.0C 0.0C
18 Ar —0.45¢ 0.00(
1¢ K <4 2.0C -0.277 0.26° — 0.5¢
2C Ce < 1€ 8.0C -0.47( 0.08¢ — 14.6:
21 Sc 57 57.0( -0.22¢ 0.517 —-12.7: 1 031.7.
22 Ti 10 10.0( 4.60% 1.89¢ 46.0% 2 481.9:
23 Vv 61 61.0( 3.32] 1.78¢ 202.5¢ 52 953.0(
24 Cr 15 15.0( 1.05] 0.63¢ 15.77 339.0¢
25 Mn 4 4.0C 0.11F 0.26¢ 0.4¢ 1.3z
2€ Fe 70 70.0( -0.311 0.02¢ —-21.75 476.6(
27 Cc <0.k 0.2t -0.297 0.01¢ — 0.01
28 Ni 9 9.0C —0.30¢ 0.05¢ -2.7¢ 7.97
29 Cu 18 18.0( - 0.252 0.09¢ —-4.5¢ 23.4¢
3C Zn 27 27.0( - 0.037 0.15¢ —0.9¢ 18.7¢
31 Ge <4 2.0C - 0.15C 0.08: — 0.1
32 Ge <7 3.5C —0.20¢ 0.03: — 0.5¢
33 As <4 2.0C -0.23¢ 0.01¢ — 0.22
34 Se < 6C 30.0( —0.28¢ 0.13¢ — 90.9¢
35 Br <1C 5.0C -0.227 0.06¢ — 1.4C
3€ Kr -0.21¢ 0.06¢
37 Rk <1 0.5C —0.16( 0.06¢ — 0.01
38 St <0.€ 0.3C -0.19¢ 0.01¢ — 0.0C
3¢ Y < 0.7 0.3t -0.19:2 0.011 — 0.0C
4C Zr 62 62.0( 1.23¢ 1.01¢ 76.4¢ 9 813.6°
41 Nb 2 2.0C 5.47¢ 1.697 10.9¢ 131.5¢
42 Mo <2 1.0C 1.15¢ 0.901 — 2.1k
43 Tc 0.04% 0.317
44 Ru —0.14: 0.04¢
45 Rh 0.06¢ 0.437
4€ Pc —0.057 0.19¢
47 Ag <6 3.0C 0.01( 0.18¢ — 0.3C
48 Cd 89 89.0( -0.11- 0.03¢ —9.9¢ 110.8¢
49 In 74 74.0( -0.157 0.02¢ —11.5¢ 137.2:
5C Sr < 3z 16.0( -0.14: 0.00¢ — 5.1¢
51 Sk <9 4.5(C —0.081 0.07z — 0.2¢4
52 Te 22 22.0( -0.11¢ 0.05( —2.5¢ 7.7
53 | <2 1.0C 0.00( 0.00( — 0.0C
54 Xe -0.137 0.00z
5& Cs <0.€ 0.3C -0.10¢ 0.041 — 0.0C
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Individual  Uncertainty

Atomic  Element €l u(cr) m, u(my) Correction Contribution

No symbol

ng/g ng/g UK/ppbw  pK/ppbw uK uK 2
5€ Ba < 0.7 0.3t -0.07¢ 0.071 — 0.0C
57 La <0.€ 0.3C -0.121 0.01¢ — 0.0C
58 Ce <0.€ 0.3( -0.12¢ 0.00z — 0.0C
5¢ Pr -0.127 0.00z
6C Nd -0.12¢ 0.00z
61 Pr 0.00( 0.00(
62 Sir -0.11C 0.01%
63 Eu -0.11¢ 0.03¢
64 Gd -0.11¢ 0.002
65 Tb -0.107% 0.01(
6€ Dy -0.101 0.01%
67 Ho —0.09¢ 0.01%
68 Er —0.09¢ 0.01%
69 Tm -0.10¢ 0.00«
7C Yb —0.04¢ 0.05¢
71 Lu -0.10¢ 0.031
72 Hf <3 1.5C 2.391 2.522 — 27.17
73 Ta 5.44: 1.25¢
74 W <2 1.0C 0.48¢ 0.87: — 1.0C
75 Re 0.09¢ 0.131
7€ Os 0.40( 0.657
77 Ir 0.37¢ 0.622
78 P1 <8 4.0C 0.01% 0.19( — 0.5¢
79 Au < 110( 550.0( —-0.01C 0.07¢ — 1 703.9¢
8C Hg <24 12.0C —0.03( 0.05¢ — 0.62
81 TI <6 3.0C —0.05¢ 0.02¢ — 0.04
82 Pt 8 8.0C —0.052 0.05¢ -0.42 0.37
83 Bi <3 1.5(C - 0.03¢ 0.01: — 0.0C
84 Pc 0.00( 0.00(
8t At 0.00( 0.00(
8€ Rn —0.081 0.00(
87 Fr 0.00( 0.00(
88 Re 0.00( 0.00(
8¢ Ac 0.00( 0.00(
9C Th <0.€ 0.3C —0.052 0.03¢ — 0.0C
91 c - 0.07¢ 0.02¢
92 U <0.€ 0.4C —0.06( 0.027 — 0.0C
93 Np -0.077 0.02:
94 PL —0.04¢ 0.03¢

SIE correction —0.04 mK
u? (Z contributions) 113 979.14uK 2
u (AT sig) +0.34 mK

Table 19: Calculation of SIE correction and undatyafor Al metal sample from

Sumitomo based on the chemical analysis suppliddRg.
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Individual

Uncertainty

Atomic  Element €l u(cn) m, u(m,) Correction Contribution

No symbol

ng/g ng/g uK/ppbw  pK/ppbw HK K 2
1 H —17.87: 0.10¢
2 He - 4527 0.001
3 Li 71.7° 71.7¢ - 1.31¢ 1.03( —94.6] 14 416.6¢
4 Be 1.7¢ 1.7¢ -1.83¢ 0.111 -3.21 10.32
5 B 125.8( 125.8( —1.85¢ 0.77¢ —233.7¢ 64 127.5(
6 C -1.131 0.87(
7 N -1.27¢ 0.02(
8 O —0.39¢ 0.11¢
9 F 374.4¢ 374.4¢ 0.00( 0.00( 0.0C 0.0C
1C Ne —0.89¢ 0.00(
11 Na 118.9¢ 118.9¢ -0.72¢ 0.15( —86.0¢ 7729.8:
12 Mg 2.4¢ 2.4¢ —0.45( 0.11¢ —-1.0¢ 1.27
13 Al Matrix Matrix Matrix Matrix Matrix Matrix
14 Si 735.0¢ 735.0¢ -0.62° 0.09: —457.8: 214314.1.
15 P 11.6¢ 11.6¢ -0.83¢ 0.57¢ -9.72 139.4°
1€ S -0.511 0.131
17 Cl 1204.8: 1204.8: 0.00( 0.00( 0.0C 0.0C
18 Ar —0.45¢ 0.00(
1¢ K 21.1(¢ 21.1(¢ -0.277 0.26° -5.84 64.8:
2C Ce 20.9( 20.9( -0.47( 0.08¢ -9.81 99.7¢
21 Sc 34.4¢ 34.4¢ -0.22¢ 0.517 —7.6¢ 376.8"
22 Ti 19.6¢ 19.6¢ 4.60% 1.89¢ 90.5¢ 9583.1¢
23 \Y 58.9: 58.9: 3.32] 1.78¢ 195.6¢ 49411.7:
24 Cr 32.4¢ 32.4¢ 1.05] 0.63¢ 34.11 1586.9«
25 Mn 10.2¢ 10.2¢ 0.11F 0.26¢ 1.1¢€ 8.7¢
2€ Fe 98.7( 98.7( -0.311 0.02¢ —30.6¢ 947.5:
27 Cc 0.3¢ 0.3¢ -0.297 0.01¢ -0.11 0.01
28 Ni 8.0< 8.0< —0.30¢ 0.05¢ —2.4¢ 6.3<
29 Cu 516.8" 516.8" - 0.252 0.09¢ —130.0: 19329.7:
3C Zn 141.5: 141.5: - 0.037 0.15¢ -5.21 515.4:
31 Ge 12.2( 12.2( - 0.15C 0.08: -1.8< 4.3¢
32 Ge 467.5( 467.5( —0.20¢ 0.03: —-97.1¢ 9677.7¢
33 As 137.0( 137.0( -0.23¢ 0.01¢ -32.21 1041.2:
34 Se 25090.5¢! 25090.5: —0.28¢ 0.13¢ —7232.1¢ 6.36 x 1C7
35 Br 193.9( 193.9( -0.227 0.06¢ —43.9¢ 2 106.3¢
3€ Kr -0.21¢ 0.06¢
37 Rk 1.7% 1.7% —0.16( 0.06¢ —-0.2¢ 0.0¢
38 St 3.4¢ 3.4¢ -0.19¢ 0.01¢ —0.6¢ 0.47
3¢ Y 0.5¢ 0.5¢ -0.19:2 0.011 -0.11 0.01
4C Zr 3.8¢ 3.8¢ 1.23¢ 1.01¢ 4.72 37.3¢
41 Nb 0.9¢ 0.9¢ 5.47¢ 1.697 5.07 28.1¢
42 Mo 32.1¢ 32.1: 1.15¢ 0.901 37.1(C 2215.1:
43 Tc 0.04% 0.317
44 Ru 7.8¢ 7.8¢ —0.14: 0.04¢ -1.12 1.37
45 Rh 0.9t 0.9t 0.06¢ 0.437 0.0¢ 0.1¢
4€ Pc 103.4¢ 103.4¢ —0.057 0.19¢ - 5.8¢ 438.5°
47 Ag 891.0¢ 891.0¢ 0.01( 0.18¢ 9.1z 26 853.9¢
48 Cd 55.8( 55.8( -0.11- 0.03¢ —6.2¢€ 43.5¢
49 In <1 0.5C -0.157 0.02¢ — 0.01
5C Sr 1.8% 1.8% -0.14: 0.00¢ —-0.2¢ 0.07
51 Sk 14.8: 14.8: —0.081 0.07z -1.2C 2.5¢
52 Te 7.3C 7.3C -0.11¢ 0.05( —-0.8¢ 0.8t
53 | 1.0% 1.0% 0.00( 0.00( 0.0C 0.0C
54 Xe -0.137 0.00z
5& Cs 0.3¢ 0.3¢ -0.10¢ 0.041 —-0.04 0.0C
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Individual

Uncertainty

Atomic  Element €l u(cr) m, u(my) Correction Contribution
No symbol
ng/g ng/g UK/ppbw  pK/ppbw uK uK 2
5€ Ba 6.9( 6.9( -0.07¢ 0.071 —0.5¢ 0.5¢
57 La 0.6¢€ 0.6€ -0.121 0.01¢ —-0.0¢ 0.01
58 Ce 0.6( 0.6( -0.12¢ 0.00z —0.0¢ 0.01
5¢ Pr 1.1C 1.1C -0.127 0.00z -0.14 0.0z
6C Nd 3.5¢ 3.5¢ -0.12¢ 0.00z —-0.4¢ 0.2C
61 Pr 0.00( 0.00(
62 Sir 3.7¢ 3.7¢ -0.11C 0.01% -0.42 0.1¢
63 Eu 0.4< 0.4: -0.11¢ 0.03¢ - 0.0t 0.0C
64 Gd 4.8( 4.8( -0.11¢ 0.002 — 0.5t 0.3C
65 Tb 0.8t 0.8t -0.107% 0.01( —-0.0¢ 0.01
6€ Dy 2.8t 2.8t -0.101 0.01% -0.2¢ 0.0¢
67 Ho 0.2¢ 0.2¢ —0.09¢ 0.01% -0.0z 0.0C
68 Er 1.1F 1.1¢F —0.09¢ 0.01% -0.11 0.01
69 Tm 1.0% 1.0k -0.10¢ 0.00« -0.11 0.01
7C Yb 1.2¢€ 1.2¢€ —0.04¢ 0.05¢ —0.0¢ 0.01
71 Lu 0.2t 0.2t -0.10¢ 0.031 -0.0: 0.0C
72 Hf <1 0.5C 2.391 2.522 — 3.0z
73 Ta 0.4< 0.4: 5.44: 1.25¢ 2.31 5.6%
74 W 2.1¢ 2.1z 0.48¢ 0.87: 1.04 452
75 Re 0.9C 0.9C 0.09¢ 0.131 0.0¢ 0.0z
7€ Os <1 0.5( 0.40( 0.657 — 0.1¢
77 Ir 1.2C 1.2C 0.37¢ 0.622 0.4t 0.7¢
78 P1 7.4¢ 7.4¢ 0.01% 0.19( 0.1: 2.04
79 Au 0.8¢ 0.8< —-0.01C 0.07¢ -0.01 0.0C
8C Hg 5.0¢ 5.0¢ —0.03( 0.05¢ -0.1¢ 0.11
81 TI 4.8< 4.8: —0.05¢ 0.02¢ —-0.2¢ 0.1C
82 Pt 173.8¢ 173.8¢ —0.052 0.05¢ —-9.0¢ 175.7¢
83 Bi 2.0¢ 2.0¢ - 0.03¢ 0.01: —0.0¢ 0.01
84 Pc 0.00( 0.00(
8t At 0.00( 0.00(
8€ Rn —0.081 0.00(
87 Fr 0.00( 0.00(
88 Re 0.00( 0.00(
8¢ Ac 0.00( 0.00(
9C Th 1.9C 1.9C —0.052 0.03¢ —-0.1C 0.01
91 c - 0.07¢ 0.02¢
92 U 0.7¢ 0.7% —0.06( 0.027 —-0.04 0.0C
93 Np -0.077 0.02:
94 PL —0.04¢ 0.03¢
SIE correction 8.13 mK
u? (Z contributions) 6.40 x 10 pK 2
u (AT si) +8.00 mK

Table 20: Calculation of SIE correction and undatyafor Al metal sample from

Sumitomo based on the chemical analysis suppliediby
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SIE SIE

Metal GDM.S correction uncertainty
sample supplier

mK mK
Metal supplie -0.1z 0.2t
AQure -2.1¢ 1.27
Alfa Aesar NQRC —2.4: 3.2¢
NIM 33.3i 35.97
Metal supplie 0.5€ 0.57
AQure 0.7¢ 0.21
ESPI Metals NQRC 0.0¢ 0.7¢
NIM 3.9¢ 4.2¢
Metal supplie 2.9i 2.€0
Honeywell AQure 0.2(C 0.1ft
NRC 0.0¢ 0.5(C
NIM 6.0¢ 6.12
Metal supplie —0.2¢ 0.4t
AQure 0.12 0.1C
New Metals NQRC Z0.2¢ 0.3F
NIM 10.3: 10.71
Metal supplie -0.11 0.31
. AQure 0.3¢ 0.2:
Sumitomo NQRC 0.0 0.3/
NIM 8.1: 8.0C

Table 21: Summary of SIE results.

In these tables, the concentrations of impa#itvere expressed as given by the
assays (possibly an indicative of the resolutiontled detection limits for each
element). Figures greater than ®1Qvere expressed in scientific notation.
Concentrations preceded by a < sign denotes tleetdw®t limit of the analyser for that
element since it was scanned for but not deteatethe sample. Whenever the
detection limit was given instead of a measuredejathe corresponding correction
was null but half of the detection limit was acctathin the uncertainty calculation for
that element. Again, it is relevant to highlighatithe NIM figures do not correspond
to the resolution of the analyser (0.01 ppb) aretled to be truncated.

The calculations based on the assay provigeddmeywell followed the criteria
specified in [11], which states that when the com@ion of key elements are not
identified in the sample, half the detection lirshould be used to calculate the
estimates. This was applied only for impuritiest tiie more commonly detected in
pure aluminium sample [40]. Since the technique leygal in the analysis did not

have enough resolution, it could not detect angetralements in the high purity
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sample. Once the application of this rule was matleeturned an excessive
result (2.97 mK) when compared to the estimatesdas the assays supplied by
AQura and NRC.

Apart from the results based on NIM data afeladifferences, it was possible to
observe some consistency among the SIE correctidns.correction based on the
assay provided by Alfa Aesar was much lower thanrésults based on the AQura
and NRC analyses because comparatively the GDM&y gesvided by the metal
supplier presented a total impurity concentratiaqquiealent to 0.4 ppm (while
according to the assay from AQura the sample ptedeapproximately 2.4 ppm of
total impurity concentration and according to NR&hout 4 ppm). Besides this,
impurities such as Si and Ti (dominant in the sasiplvere detected in much lower

concentrations in the analysis provided by Alfa @&egsable 11).

The unexpected peaks detected in the NIM aealycaused the largest
discrepancies across the results. Even thoughptesgnted high levels of individual
impurity concentrations in general (several of themppm levels), it was the presence
of unrealistically high selenium peaks that causlkedse large differences. For
illustrative purposes only, if the peaks of Selemiiound in all analyses made by NIM
were to be excluded from the estimates, the cooretipg SIE results would be:

* Alfa Aesar (0.87 mK £ 2.99 mK)
« ESPI (0.09 mK + 0.73 mK)

e Honeywell (0.58 mK = 0.90 mK)
* New Metals (0.63 mK + 0.50 mK)
e Sumitomo (0.90 mK £ 0.65 mK).

In order to be more conservative, the estimaitié be kept as initially calculated,

without filtering the elements that should be acted for.



6.2. Overall Maximum Estimate (OME) uncertainty calculation

The calculations of the Overall Maximum Estiemavere performed through
the application of equation 20, in chapter 2. Hosvevthe overall impurity
concentrationd) used in this equation has to be included as thle fmraction sum of
impurities. In order to achieve this, each indigbimpurity concentration detected by
the chemical analyses was transformed from massdres (ng/g) into mole fractions

using equation 27:

wheren; is the amount of substance (number of atoms) ptinty i, obtained by the
quotient of the mass of impurity (m;) by the atomic weight of impurity (M;).
Similarly, the number of atoms of aluminium wasoatslculated using equation 27
above. However, in order to differentiate it frone impurities, the subscript indéx
is replaced byAl since it refers to the matrix element (solventheTmass of

aluminium,my; , was determined by equation 28
my =1- Z m; (28)
i

Finally, the overall impurity concentrationwas obtained through equation 29

Xing

a= (Tl\r/;—ji-l——zlnl) (29)

Although not the conversion method used is $iiidy, the impurity concentrations
can be equivalently converted from ppm weight tongggomic through equation 30,

with just a negligible error (equivalent to a fewucrokelvins)

atomic weight of aluminium

PPMautomic = PPMweight * (30)

atomic weight of impurity

The value for the first cryoscopic constantdtuminium is given in table 9. The
uncertainties for the OME calculations were obtditkrough the application of
equation 21. For the OME methodology, the unceyair the individual impurity



concentrations are not relevant when assigningitivertainty of the estimates since
the OME is a calculation of a maximum limit, theithere is no correction assigned to
the temperature of the cell but the value shoudtieiad be treated as an uncertainty.
The temperature of the cell is considered to beotleeassigned to the fixed point, as
per the definition of the ITS-90 and the OME pr@sdan upper limit uncertainty to
the defined value due to the trace impurities presethe metal sample.

In order to illustrate the calculations, tleerections and uncertainties performed
according to the OME methodology for the cell AlSumitomo) are given in
tables 22 — 25. The values of the atomic weightssed in this study were defined by
the International Union of Pure and Applied ChergigtUPAC) [50, 51]. Some
elements could not have their atomic weight assigmecause they had no stable
isotopes; presented wide variability in isotopiogmsition or were completely absent
in nature [51]. In these cases (10 elements il)tdtee mass number of the longest-
lived isotope of these elements was given insteadsquare parenthesis [].
Nevertheless, since none of them was scanned &mjif the chemical analyses, this
substitution caused no loss to the calculated estisn

Similarly as it was applied to the SIE methody, the OME calculations were
performed in accordance with the criteria specifiefiL1] and [40]: elements which
are considered common impurities in samples of pigity aluminium, when scanned
for but not detected in the analyses, had halfheirtrespective detection limits

accounted for in the estimates.

For comparison reasons, the uncertaintiesulzdtd via equation 21 were not
added to the bounds calculated (OME estimatesymnsary of the OME results for
all five cells is shown in table 26.



Atomic

Atomic  Element c; weight Mole
No symbol fraction
ng/g g/mol

1 H 1.00¢

2 He 4.00:

3 Li <1 6.93¢ 7.20 x 11!
4 Be <1 9.01Z 5.55 x 1(1!
5 B < 1C 10.80¢ 4,62 x 110
6 C 12.01

7 N 14.00

8 0] 15.99¢

9 F 18.99¢

10 Ne 20.18(

11 Na 4 22.99( 1.74 x 1¢1°
12 Mg 45 24.30¢ 1.85 x 1(%°
13 Al Matrix 26.98: Matrix
14 Si 27C 28.08¢ 9.61 x 1(%°
15 P 30.97¢

16 S 32.06¢

17 Cl 35.45:

18 Ar 39.94¢

19 K < 10( 39.09¢ 1.28 x 1(%°
20 i < 5(C 40.07¢ 6.24 x 1(1°
21 Sc 44.95¢

22 Ti 10 47.86 2.09 x 1(1°
23 \Y 65 50.94: 1.28 x 1(°°
24 Cr 15 51.99¢ 2.88 x101°
25 Mn 3 54.,93¢ 5.46 x 1(1!
26 Fe 55 55.84¢ 9.85 x 1(1°
27 Ca <1 58.93: 8.48 x 1(1?
28 Ni 10 58.69: 1.70 x 1¢1°
29 Cu 57 63.54¢ 8.97 x 1(1°
30 Zn <2 65.38( 1.53 x 11!
31 & <1 69.72: 7.17 x 1(*?
32 Ge < 5(C 72.63( —

33 As <5 74.92: 3.34 x 11!
34 Se < 3C 78.97. 1.90 x 11!
35 Br < 5(C 79.90: —

36 Kr 83.79¢

37 Rb 85.46¢

38 St 87.62(

39 Y 88.90¢

40 Zr 7 91.22¢ 7.67 x 111
41 Nb 3 92.90¢ 3.23 x 11!
42 Mo 24 95.95( 2.50 x 1(1°
43 Tc [98]

44 Ru 101.07(

45 Rh 102.90¢

46 Pc 106.42(

47 Ag <1 107.86¢ 4.64 x 112
48 Cd < 1C 112.41: 4.45 x 1(11
49 In <1 114.81¢ 4.35 x 1(12
50 Sr < 2(C 118.71( 8.42 x 1(1!
51 Sk <5 121.76( 2.05x 11!
52 Te 127.60(

53 [ 126.90:¢

54 Xe 131.29:

55 Cs <1 132.90! 3.76 x 1(1?

-1
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Atomic

Atomic  Element c; weight Mole
No symbol fraction
ng/g g/mol
56 Ba <1 137.32° —
57 La <1 138.90! 3.60 x 1(12
58 Ce <1 140.11¢ 3.57 x 112
58 Pt 140.90¢
60 Nd <3 144.24: —
61 P [145]
62 Sir 150.36(
63 Eu 151.96¢
64 Gd 157.25(
65 Tbh 158.92!
66 Dy 162.50(
67 Ho 164.93(
68 Er 167.25¢
69 m 168.93¢
70 Yb 173.05:
71 Lu 174.96°
72 Hf <1 178.49( —
73 Ta 180.94¢
74 W <1 183.84( 2.72 x 112
75 Re 186.20°
76 Os¢ 190.23(
77 Ir 192.21°
78 P1 <2 195.08:¢ —
79 Au 196.96°
8C Hg < 1C 200.59: 2.49 x 11!
81 TI <1 204.38:¢ —
82 Pkt <1 207.20( 2.41 x 112
83 Bi <1 208.98( 2.39 x 1(12
84 Pc [210]
85 At [210]
86 RN [222]
87 Fr [223]
88 Re [226]
8¢ Ac [227]
9C Th < 0.2 232.03¢ 6.46 x 113
91 Pe 231.03¢
92 ) < 0.2 238.02¢ 6.30 x 1(*3
93 Np [237]
94 PL [244]
Total atoms of impurities 1.87 x 16 mol
Atoms of aluminium 3.71 x 16 mol
Mole fraction sum of impurities 5.03 x 16"
15! cryoscopic constant for Al 0.001489 K
OME 0.34 mK
U(ATomE) +0.20 mK

Table 22: Calculation of OME estimate and uncetydior Al metal sample from

Sumitomo based on the assay provided by the mabalisr.
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Atomic

Atomic  Element c; weight Mole
No symbol fraction
ng/g g/mol

1 H 1.00¢

2 He 4.00:

3 Li <1 6.93¢ 7.20 x 11!
4 Be 7 9.01Z 7.77 x 1(1°
5 B 60 10.80¢ 5.55 x 1(%°
6 C 12.01

7 N 14.00

8 0] 15.99¢

9 F 18.99¢

10 Ne 20.18(

11 Na 30 22.99( 1.30>10%
12 Mg 50 24.30¢ 2.06 x 1(%°
13 Al Matrix 26.98: Matrix
14 Si 40C 28.08¢ 1.42 x 1(%8
15 P 30 30.97¢ 9.69 x 1(1°
16 S 10C 32.06¢ 3.12 x 1%
17 Cl 35.45:

18 Ar 39.94¢

19 K 20 39.09¢ 5.12 x 1(1°
20 e 9C 40.07¢ 2.25 x 1(%°
21 Sc 40 44.95¢ 8.90 x 1(1°
22 Ti 40 47.86 8.36 x 1(1°
23 \Y 40 50.94: 7.85 x 1(1°
24 Cr 40 51.99¢ 7.69 x 1(1°
25 Mn 1C 54.,93¢ 1.82 x 1¢1°
26 Fe 20C 55.84¢ 3.58 x 1(%°
27 Ca 2 58.93! 3.39 x 11!
28 Ni 20 58.69: 3.41 x 110
29 Cu 40C 63.54¢ 6.29 x 1(%°
30 Zn 20 65.38( 3.06 x 1(1°
31 & 10 69.72: 1.43 x 110
32 Ge < 3C 72.63( —

33 As 5C 74.92: 6.67 x 1(1°
34 Se 70 78.97: 8.87 x 1(1°
35 Br < 3C 79.90: —

36 Kr 83.79¢

37 Rb 2 85.46¢ 2.34 x 11!
38 St <1 87.62( 5.71 x 1(*?
39 Y <0.¢ 88.90¢ —

40 Zr 5 91.22¢ 5.48 x 1(1!
41 Nb 0.7 92.90¢ 7.53 x 112
42 Mo 40 95.95( 4,17 x 110
43 Tc [98]

44 Ru 0.7 101.07( 6.93 x 1(1?
45 Rh 2 102.90¢ 1.94 x 1¢1¢
46 Pc < 1C 106.42( —

47 Ag 1C 107.86¢ 9.27 x 11!
48 Cd 5C 112.41- 4.45 x 110
49 In 8 114.81¢ 6.97 x 1(1¢
50 Sr 30C 118.71( 2.53 x 1(%°
51 Sk <1C 121.76( 4,11 x 1(11
52 Te 1C 127.60( 7.84 x 11!
53 | <2 126.90:¢ —

54 Xe 131.29:

55 Cs <2 132.90! 7.52 x 1(12
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Atomic

Atomic  Element c; weight Mole
No symbol fraction
ng/g g/mol
56 Ba 1 137.32° 7.28x 1C*?
57 La <1 138.90! 3.6(x 1C*?
58 Ce <1 140.11¢ 3.57x1C*?
59 Pt <1 140.90¢ —
60 Nd <6 144.24: —
61 Prr [145]
62 Sir <4 150.36( —
63 Eu <2 151.96¢ —
64 Gd <5 157.25( —
65 Tbh <1 158.92! —
66 Dy <5 162.50( —
67 Ho <1 164.93( —
68 Er </ 167.25¢ —
69 Tm <1 168.93¢ —
70 Yb <4 173.05: —
71 Lu <1 174.96° —
72 Hf 7 178.49( 3.92x 1C1
73 Ta 180.94¢
74 W 70 183.84( 3.81x 1C1°
75 Re <2 186.20° —
76 Os¢ <2C 190.23( —
77 Ir <4 192.21° —
78 P1 < 1C 195.08:¢ —
79 Au 5 196.96° 2.54x1C1!
8C Hg < 2C 200.59: 4.9¢x 1C1
81 TI <9 204.38:¢ —
82 Pkt 5 207.20( 2.41x1C1
83 Bi 30 208.98( 1.44x1C1°
84 Pc [210]
85 At [210]
86 RN [222]
87 Fr [223]
88 Re [226]
89 Ac [227]
9C Th <0.1 232.03¢ 2.18x1C*3
91 Pe 231.03¢
92 U 0.1 238.02¢ 4.20x 1C13
93 Np [237]
94 PL [244]
Total atoms of impurities 5.10 x 1% mol
Atoms of aluminium 3.71 x 16 mol
Mole fraction sum of impurities 1.38 x 16¢
15! cryoscopic constant for Al 0.001489 K
OME 0.92 mK
U(ATomE) +0.53 mK

Table 23: Calculation of OME estimate and uncetydior Al metal sample from

Sumitomo based on the assay provided by AQura.
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Atomic

Atomic  Element c; weight Mole

No symbol fraction
ng/g g/mol

1 H 1.00¢

2 He 4.00:

3 Li <2 6.93¢ 1.44x1C1°

4 Be <0.f 9.01: 4.44x 1CH1

5 B <1 10.80¢ 4.62x1CH

6 C 12.01

7 N 14.00

8 0] 15.99¢

9 F <3 18.99¢ —

10 Ne 20.18(

11 Na <1 22.99( 2.1ix1c!

12 Mg 76 24.30¢ 3.12x1C%

13 Al Matrix 26.98: Matrix

14 Si 33C 28.08¢ 1.17x1C°8

15 P 12 30.97¢ 3.81x1C1°

16 S <3 32.06¢ 4.6Ex 1CY1

17 Cl 9 35.45: 2.54x1C1°

18 Ar 39.94¢

19 K <4 39.09¢ 5.1zx 1C*!

20 i < 1€ 40.07¢ 2.0(x 1C°

21 Sc 57 44.95¢ 1.27x1C%

22 Ti 10 47.86 2.0¢x 110

23 \Y 61 50.94: 1.20x 1¢%

24 Cr 15 51.99¢ 2.86x 1C1°

25 Mn 4 54.93¢ 7.26x1C1!

26 Fe 70 55.84¢ 1.26x 1C%

27 Ca <0. 58.93: 4.24x1C*2

28 Ni 9 58.69: 1.58x1C1°

29 Cu 18 63.54¢ 2.82x1C1°

30 Zn 27 65.38( 4.12x 1C10

31 [ <A 69.72: 2.8ix1C!

32 Ge <7 72.63( —

33 As <A 74.92: 2.6ix1C!

34 Se < 6( 78.97. 3.8(x 1C'°

35 Br < 1C 79.90: —

36 Kr 83.79¢

37 Rb <1 85.46¢ —

38 St <0.€ 87.62( 3.4zx1C%?

39 Y <0.7 88.90¢ —

40 Zr 62 91.22¢ 6.8(x 1C1°

41 Nb 2 92.90¢ 2.18x1Cc!

42 Mo <2 95.95( —

43 Tc [98]

44 Ru 101.07(

45 Rh 102.90¢

46 Pc 106.42(

47 Ag <6 107.86¢ 2.7¢x 1C1

48 Cd 89 112.41- 7.92x1C1°

49 In 74 114.81¢ 6.44x 1C1°

50 Sr < 3z 118.71( 1.35x 1C10

51 Sk <9 121.76( 3.7(x 1c!

52 Te 22 127.60( 1.72x1C1°

53 | <2 126.90:¢ —

54 Xe 131.29:

55 Cs <0.€ 132.90! 2.2€x 1012
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Atomic

Atomic  Element c; weight Mole
No symbol fraction
ng/g g/mol
56 Ba <0.7 137.32° —
57 La <0.€ 138.90! 2.16 x 1(*2
58 Ce <0.€ 140.11¢ 2.14 x 112
58 Pt 140.90¢
60 Nd 144.24:
61 Prr [145]
62 Sir 150.36(
63 Eu 151.96¢
64 Gd 157.25(
65 Tbh 158.92!
66 Dy 162.50(
67 Ho 164.93(
68 Er 167.25¢
69 m 168.93¢
70 Yb 173.05:
71 Lu 174.96°
72 Hf <3 178.49( —
73 Ta 180.94¢
74 W <2 183.84( 5.44 x 1(1?
75 Re 186.20°
76 Os¢ 190.23(
77 Ir 192.21°
78 P1 <8 195.08:¢ —
79 Au <110( 196.96° 2.79 x 1(%°
8C Hg < 24 200.59: 5.98 x 1!
81 TI <6 204.38:¢ —
82 Pkt 8 207.20( 3.86 x 1!
83 Bi <3 208.98( 7.18 x 112
84 Pc [210]
85 At [210]
86 RN [222]
87 Fr [223]
88 Re [226]
89 Ac [227]
9C Th <0.€ 232.03¢ 1.29 x 1(*2
91 Pe 231.03¢
92 ) <0.¢ 238.02¢ 1.68 x 1(1?
93 Np [237]
94 PL [244]
Total atoms of impurities 2.71 x 16 mol
Atoms of aluminium 3.71 x 162 mol
Mole fraction sum of impurities 7.31 x 16”7
15! cryoscopic constant for Al 0.001489 K
OME 0.49 mK
U(ATomE) +0.28 mK

Table 24: Calculation of OME estimate and uncetydior Al metal sample from
Sumitomo based on the assay provided by NRC.
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Atomic

Atomic  Element c; weight Mole
No symbol fraction
ng/g g/mol

1 H 1.00¢

2 He 4.00:

3 Li 71.7¢ 6.93¢ 1.02x 1C%8
4 Be 1.7¢ 9.01Z 1.94x 1C10
5 B 125.8( 10.80¢ 1.1€x 1C08
6 C 12.01

7 N 14.00

8 0] 15.99¢

9 F 374.4¢ 18.99¢ 1.97x 1C8
10 Ne 20.18(

11 Na 118.9¢ 22.99( 5.16x1C%
12 Mg 2.4:% 24.30¢ 9.9¢x 1!
13 Al Matrix 26.98: Matrix
14 Si 735.0¢ 28.08¢ 2.62x1C%8
15 P 11.6¢ 30.97¢ 3.7€x 1C1°
16 S 32.06¢

17 Cl 1 204.8. 35.45: 3.4(x 1C°8
18 Ar 39.94¢

19 K 21.1( 39.09¢ 5.4(x 1C°
20 e 20.9( 40.07¢ 5.21x1C°
21 Sc 34.4¢ 44.95¢ 7.6€x1C1°
22 Ti 19.6¢ 47.867 4.11x 1C1°
23 V 58.9: 50.94: 1.1€x 1C%
24 Cr 32.4¢ 51.99¢ 6.24x 1C1°
25 Mn 10.2¢ 54.,93¢ 1.87x 1C1°
26 Fe 98.7( 55.84¢ 1.77x1C%
27 Ca 0.3¢ 58.93! 6.3€x 1C*?
28 Ni 8.0¢ 58.69: 1.37x1C?°
29 Cu 516.81 63.54¢ 8.12x1C%
30 Zn 141.5! 65.38( 2.1€x1C%
31 [ 12.2( 69.72: 1.7Ex1C1°
32 Ge 467.5( 72.63( 6.44x 1C%°
33 As 137.0( 74.92: 1.82x 1C%
34 Se 25 090.5. 78.97. 3.16x 1CY
35 Br 193.9( 79.90: 2.42x1C%
36 Kr 83.79¢

37 Rb 1.7 85.46¢ 2.0zx1C
38 St 3.4¢ 87.62( 3.9ix1Cc!
39 Y 0.5¢ 88.90¢ 6.41x 1C*?
40 Zr 3.8¢ 91.22¢ 4.16x 1CY1
41 Nb 0.9 92.90¢ 9.9€ x 1C*?
42 Mo 32.1% 95.95( 3.36x 1C1°
43 Tc [98]

44 Ru 7.88 101.07( 7.74x1CH
45 Rh 0.9t 102.90¢ 9.2:x 1C*?
46 Pc 103.4¢ 106.42( 9.72x1C1°
47 Ag 891.0¢ 107.86¢ 8.26x 1C%°
48 Cd 55.8( 112.41- 4.9€x 1C10
49 In <1 114.81¢ 4.35x 1C%
50 Sr 1.8¢ 118.71( 1.54x 1C1
51 Sk 14.8: 121.76( 1.22x1C1°
52 Te 7.3(C 127.60( 5.72x 1C1t
53 [ 1.08 126.90:¢ 8.2ix 1C*?
54 Xe 131.29:

55 Cs 0.3¢ 132.90! 2.82x 1012
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Atomic

Atomic  Element c; weight Mole
No symbol fraction
ng/g g/mol
56 Ba 6.9C 137.32° 5.0z2x 1C!
57 La 0.6¢ 138.90! 4.86x 1C*2
58 Ce 0.6C 140.11¢ 4.28x 112
58 Pt 1.1C 140.90¢ 7.81x 1C*?
60 Nd 3.5¢ 144.24: 2.4Ex 1C1
61 Prr [145]
62 Sir 3.7¢ 150.36( 2.51x1C!
63 Eu 0.4z 151.96¢ 2.8(x 1C*?
64 Gd 4.8( 157.25( 3.05x 1C1!
65 Tbh 0.8t 158.92! 5.35x 1C*?
66 Dy 2.8¢ 162.50( 1.78x1ct
67 Ho 0.2¢ 164.93( 1.67x1C*?
68 Er 1.1% 167.25¢ 6.86x 1C*?
69 m 1.0t 168.93¢ 6.22x 1C*?
70 Yb 1.2¢ 173.05: 7.31x 1C*?
71 Lu 0.2t 174.96° 1.4Ex1C*?
72 Hf <1 178.49( —
73 Ta 0.4z 180.94¢ 2.3Ex 1C*?
74 W 2.13 183.84( 1.1€x 1C1!
75 Re 0.9C 186.20° 4.82x1C*2
76 Os¢ <1 190.23( —
77 Ir 1.2C 192.21° 6.24x 1C*?
78 P1 7.4¢ 195.08:¢ 3.82x1c!
79 Au 0.8: 196.96° 4.16x 1C*2
8C Hg 5.0¢ 200.59. 2.5Ix1C!
81 TI 4.8 204.38:¢ 2.3€x1C!
82 Pkt 173.8¢ 207.20( 8.3¢x 1C1°
83 Bi 2.0¢ 208.98( 9.92x 1C*?
84 Pc [210]
85 At [210]
86 RN [222]
87 Fr [223]
88 Re [226]
89 Ac [227]
9C Th 1.9C 232.03¢ 8.1¢x 1C*?
91 Pe 231.03¢
92 U 0.7t 238.02¢ 3.05x 1C*?
93 Np [237]
94 PL [244]
Total atoms of impurities 4.64 x 16" mol
Atoms of aluminium 3.71 x 162 mol
Mole fraction sum of impurities 1.25 x 16%
15! cryoscopic constant for Al 0.001489 K
OME 8.42 mK
U(AT ome) +4.86 mK

Table 25: Calculation of OME estimate and uncetydior Al metal sample from

Sumitomo based on the assay provided by NIM.
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OME OME

Metal GDM.S estimate  uncertainty
sample supplier
mK mK
Metal supplie 0.44 0.2¢
AQure 1.0¢ 0.63
Alfa Aesar NQR C 1.6 0.97
NIM 32.92 19.01
Metal supplie 0.5¢ 0.34
AQurs 1.31 0.7¢
ESPI Metals NQRC 111 0.62
NIM 4.4¢€ 2.5¢
Metal supplie 6.5¢ 3.7¢
Honeywell AQurs 0.72 0.4z
NRC 0.8¢ 0.51
NIM 6.82 3.94
Metal supplie 0.32 0.1¢
AQure 0.47% 0.27
New Metals NQRC 0.4F 0.2€
NIM 9.5¢ 5.51
Metal supplie 0.3¢ 0.2C
sumiomo. — e ac 03t
NIM 8.4z 4.8¢

Table 26: Summary of OME results.

Concentrations preceded by a < sign correspgonthe detection limit of the
analyser for that element. As directed by [11], tfee OME calculations, undetected
elements had half of their detection limit usedtfa estimates if those elements were
regarded as a common impurity according to [40]ré\ienot for this rule, it would
not be possible to calculate the OME estimateHerHoneywell sample based on the
assay provided by its supplier. However, due tohilgh detection limits, it returned
an excessively high value when compared to thenastis based on the assays supplied
by AQura and NRC.

Apart from this, the OME estimates give gogckament, the only exceptions being
the calculations based upon the NIM analyses, whkalsed some discrepancies
across the results. Even though the NIM resultsgmed high levels of individual
impurity concentrations in general (several of themppm levels), it was the presence
of unrealistically high selenium peaks that causieel large differences in the

estimates. For illustrative purposes only, if tkeaks of Selenium found in all analyses
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made by NIM were to be excluded from the estimatescorresponding OME results
would be:

* Alfa Aesar (7.04 mK £ 4.07 mK)
« ESPI (1.41 mK # 0.81 mK)

* Honeywell (2.45 mK £ 1.42 mK)
* New Metals (1.82 mK + 1.05 mK)
e Sumitomo (2.66 mK £ 1.53 mK).

In order to be more conservative, the estimatié be kept as initially calculated,

without filtering the elements that should be acted for.
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6.3. Hybrid SIE / Modified OME correction and uncertainty

calculation

The estimates for the Hybrid SIE/Modified OMiethodology were obtained
through the combination of both the SIE method &ign 18) applied to impurities
with k > 0.1 and the OME method (via least-squares féqufation 23) applied to the
measured freezing curves over a narrow rangé.(s to k 0.20) to account for the
remainder of the impuritiek & 0.1). The exception for this OME fitting rangecars
when a substantial amount of highmpurities is present in the material, since it Wou
be sensible to shift the range to a later partheffteezing plateau (an example is
described in page 183). The impurities wkk» 0.1 were identified through the
application of equation 17 to the values of thaiiigs slopes contained in table 4.
According to the results obtained, a total of 4pumities were accounted in the hybrid
SIE component: Li, Be, C, O, Mg, K, Sc, Ti, V, ®n, Fe, Ni, Cu, Zn, Ga, Rb, Zr,
Nb, Mo, Tc, Rh, Pd, Ag, Cd, In, Sb, Cs, Ba, Yb, H&, W, Re, Os, Ir, Pt, Au, Hg, TlI,
Pb, U and Pu.

As before, in order to illustrate the calcidas, tables 27 — 30 show the corrections
and uncertainties accounted for as the hybrid SiEponent for the Sumitomo
aluminium cell (Al-S). In these tables, the rowsrresponding to the elements
with k> 0.1 were shaded in light grey to identify thesements and to give them
prominence since the hybrid component is only &gpto this type of impurities.
These calculations obeyed the same criteria aSittBenethodology discussed in 6.1
(especially the one concerning the inclusion ofaiadted common impurities in the

uncertainty calculations).

Graphs featuring the fittings performed to lempent the modified OME
component are shown in figures 47 —50. The residfwesent the estimated
temperature difference caused by the impuritiesgnein the fixed-point material.
The correction calculated for the OME componer. (ihe additive inverse of the
estimated temperature difference) is given in t8lilewhere a summary of the
estimates for both components and the resultsradddior this hybrid methodology

for cell Al-S are presented.
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Individual  Uncertainty

Atomic  Element €l u(cn) m, u(m,) Correction Contribution
No symbol
ng/g ng/g uK/ppbw  pK/ppbw HK K 2
1 H —17.87: 0.10¢
2 He - 4527 0.001
3 Li <1 0.5C —1.31¢ 1.03( — 0.7C
4 Be <1 0.5C - 1.83¢ 0.111 — 0.84
5 B < 1C —1.85¢ 0.77¢
6 C -1.131 0.87(
7 N -1.27¢ 0.02(
8 O —0.39¢ 0.11¢
9 F 0.00( 0.00(
1C Ne —0.89¢ 0.00(
11 Na 4 -0.72¢ 0.15(
12 Mg 45 45.0( —0.45( 0.11¢ —20.2¢ 436.4¢
13 Al Matrix Matrix Matrix Matrix Matrix Matrix
14 Si 27C -0.62° 0.09:
15 P -0.83¢ 0.57¢
1€ S -0.511 0.131
17 Cl 0.00( 0.00(
18 Ar —0.45¢ 0.00(
1¢ K < 10C 50.0( - 0.271 0.26° — 363.9°
2C Ce < 5C -0.47( 0.08¢
21 Sc - 0.22¢ 0.517
22 Ti 10 10.0( 4.607 1.89¢ 46.07 2481.9.
23 Vv 65 65.0( 3.32] 1.78¢ 215.8¢ 60125.3¢
24 Cr 15 15.0( 1.051 0.63¢ 15.7 339.0¢
25 Mn 3 3.0C 0.11¢ 0.26¢ 0.3¢ 0.7t
2€ Fe 55 55.0( -0.311 0.02¢ —-17.1C 294.2:
27 Cc <1 -0.297 0.01¢
28 Ni 10 10.0( —0.30¢ 0.05¢ —3.0¢ 9.84
2¢ Cu 57 57.0( —0.252 0.09¢ —14.3¢ 235.0¢
3C Zn <2 1.0C —0.037 0.15¢ — 0.0<
31 Ge <1 0.5C —0.15( 0.08: — 0.01
32 Ge < 5C —0.20¢ 0.03:
33 As <5 -0.23¢ 0.01¢
34 Se < 3C —0.28¢ 0.13¢
35 Br < 5C -0.227 0.06¢
3€ Kr -0.21¢ 0.06¢
37 Rk —0.16( 0.06¢
38 St -0.19¢ 0.01¢
3¢ Y -0.19:2 0.011
4C Zr 7 7.0C 1.23: 1.01¢€ 8.6< 125.1(
41 Nb 3 3.0C 5.47¢ 1.697 16.4: 295.9¢
42 Mo 24 24.0( 1.15¢ 0.901 27.7: 1236.3:
43 Tc 0.04= 0.317
44 Ru —0.14: 0.04¢
45 Rh 0.06¢ 0.437
46 Pc —0.057 0.19¢
47 Ag <1 0.5( 0.01( 0.18¢ — 0.01
48 Cd <1C 5.0C -0.117 0.03¢ — 0.3t
49 In <1 0.5(C —0.157 0.02¢ — 0.01
5C Sr < 2C -0.14: 0.00¢
51 Sk <5 2.5 —0.081 0.07z — 0.07
52 Te -0.11¢ 0.05(
53 | 0.00( 0.00(
54 Xe -0.137 0.00z
55 Cs <1 0.5(C -0.10¢ 0.041 — 0.0C
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Individual  Uncertainty

Atomic  Element € u(ch) m u(my) Correction Contribution
No symbol
ng/g ng/g UK/ppbw  pK/ppbw uK uK 2

5€ Ba <1 0.5(C - 0.07¢ 0.071 — 0.0(C
57 La <1 -0.121 0.01¢

58 Ce <1 -0.12¢ 0.00:z

5¢ Pr -0.127 0.00:

6C Nd <3 -0.12¢ 0.00:

61 P 0.00( 0.00(

62 S —-0.11C 0.017

63 Eu -0.11¢ 0.03¢

64 Gd -0.11¢ 0.00:

65 Thb -0.107 0.01(

6€ Dy -0.101 0.017

67 Ho —0.09¢ 0.017

68 Er —0.09¢ 0.017

6¢S m -0.10¢ 0.00¢

7C Yb —0.04¢ 0.05¢

71 Lu -0.10¢ 0.031

72 Hf <1 0.5(C 2.391 2.52: — 3.0z
73 Ta 5.44: 1.25:

74 W <1 0.5(C 0.48¢ 0.87: — 0.2t
75 Re 0.09¢t 0.131

7€ Os 0.40( 0.657

77 Ir 0.37¢ 0.622

78 Pi <2 1.0C 0.017 0.19( — 0.0
7° Au —0.01(¢ 0.07¢

8C Hg <1C 5.0C —0.03( 0.05¢ — 0.11
81 TI <1 0.5(C —0.05¢ 0.02¢ — 0.0(C
82 Pt <1 0.5(C —0.052 0.05¢ — 0.0C
83 Bi <1 —0.03¢ 0.01:

84 Pc 0.00( 0.00(

8t At 0.00( 0.00(

8€ Rn —0.081 0.00(

87 Fr 0.00( 0.00(

88 Re 0.00( 0.00(

8¢ Ac 0.00( 0.00(

9C Th <0.z —0.052 0.03¢

91 Pe -0.07¢ 0.02¢

92 ) <0.2 0.1¢F —0.06( 0.027 — 0.0C
93 Np -0.077 0.02:

94 PL —0.04¢ 0.03¢

Hybrid SIE correction —0.28 mK
u? (Z contributions) 65 949.5QuK 2
u (AT HyeRID SIE) +0.26 mK

Table 27: Calculation of the hybrid SIE correcteomd uncertainty for Al metal
sample from Sumitomo based on the chemical anadygiplied by the

metal supplier.
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Individual

Uncertainty

Atomic  Element €l u(cn) m, u(m,) Correction Contribution
No symbol
ng/g ng/g uK/ppbw  pK/ppbw HK K 2

1 H —17.87: 0.10¢

2 He - 4527 0.001

3 Li <1 0.5C —1.31¢ 1.03( — 0.7C
4 Be 7 7.0C -1.83¢ 0.111 —12.8¢ 165.0¢
5 B 60 —1.85¢ 0.77¢

6 C -1.131 0.87(

7 N -1.27¢ 0.02(

8 O —0.39¢ 0.11¢

9 F 0.00( 0.00(

1C Ne —0.89¢ 0.00(

11 Na 30 -0.72¢ 0.15(

12 Mg 50 10.0(C —0.45( 0.11¢ —22.4¢ 53.71
13 Al Matrix Matrix Matrix Matrix Matrix Matrix
14 Si 40C -0.62° 0.09:

15 P 30 -0.83¢ 0.57¢

1€ S 10C -0.511 0.131

17 Cl 0.00( 0.00(

18 Ar —0.45¢ 0.00(

1¢ K 20 20.0( - 0.271 0.26° —5.5¢ 58.2¢
2C Ce 90 -0.47( 0.08¢

21 Sc 40 40.0( - 0.22¢ 0.517 —8.9¢ 508.0¢
22 Ti 40 8.0C 4.607 1.89¢ 184.3( 7 103.2
23 Vv 40 8.0C 3.32] 1.78¢ 132.8¢ 5 829.0:
24 Cr 40 8.0C 1.051 0.63¢ 42.0t 714.2:
25 Mn 10 2.0C 0.11F 0.26¢ 1.1% 7.04
2€ Fe 20C 40.0( -0.311 0.02¢ —-62.2( 177.0¢
27 Cc 2 -0.297 0.01¢

28 Ni 20 4.0C —0.30¢ 0.05¢ -6.17 2.7¢
2¢ Cu 40C 80.0( —0.252 0.09¢ —100.6: 1 856.3!
3C Zn 20 4.0C —0.037 0.15¢ —0.7¢ 9.77
31 Ge 10 2.0C —0.15( 0.08: —1.5C 0.7¢
32 Ge < 3C —0.20¢ 0.03:

33 As 50 -0.23¢ 0.01¢

34 Se 70 —0.28¢ 0.13¢

35 Br < 3C -0.227 0.06¢

3€ Kr -0.21¢ 0.06¢

37 Rk 2 8.0C —0.16( 0.06¢ - 0.3 1.67
38 St <1 -0.19¢ 0.01¢

3¢ Y <0.€ -0.19:2 0.011

4C Zr 5 5.0C 1.23: 1.01¢€ 6.17 63.8-
41 Nb 0.7 0.7C 5.47¢ 1.697 3.8% 16.11
42 Mo 40 40.0( 1.15¢ 0.901 46.2( 3434.2!
43 Tc 0.04= 0.317

44 Ru 0.7 —0.14: 0.04¢

45 Rh 2 2.0C 0.06¢ 0.437 0.1¢ 0.7¢&
46 Pc <1C 5.0C —0.057 0.19¢ 1.0z
47 Ag 10 2.0C 0.01( 0.18¢ 0.1C 3.37
48 Cd 50 50.0( -0.117 0.03¢ -5.61 35.0(
49 In 8 8.0C —0.157 0.02¢ —1.2¢F 1.6C
5C Sr 30C -0.14: 0.00¢

51 Sk <1C 5.0C —0.081 0.07z — 0.2¢
52 Te 10 -0.11¢ 0.05(

53 | <2 0.00( 0.00(

54 Xe -0.137 0.00z

55 Cs <2 4.0C -0.10¢ 0.041 — 0.1¢
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Individual

Uncertainty

Atomic  Element € u(ch) m u(my) Correction Contribution

No symbol

ng/g ng/g UK/ppbw  pK/ppbw uK uK 2
5€ Ba 1 1.0C - 0.07¢ 0.071 —0.0¢ 0.01
57 La <1 -0.121 0.01¢
58 Ce <1 -0.12¢ 0.00:z
5¢ Pr <1 -0.127 0.00:
6C Nd <6 -0.12¢ 0.00:
61 P 0.00( 0.00(
62 S <4 —-0.11C 0.017
63 Eu <2 -0.11¢ 0.03¢
64 Gd <5 -0.11¢ 0.00:
65 Thb <1 -0.107 0.01(
6€ Dy <5 -0.101 0.017
67 Ho <1 —0.09¢ 0.017
68 Er <4 —0.09¢ 0.017
6¢S Tm <1 -0.10¢ 0.00¢
7C Yb <4 2.0C —0.04¢ 0.05¢ — 0.0z
71 Lu <1 -0.10¢ 0.031
72 Hf 7 7.0C 2.391 2.52: 16.7:% 591.6¢
73 Ta 5.44: 1.25:
74 W 70 70.0( 0.48¢ 0.87: 34.1¢ 4 902.9:
75 Re <2 1.0C 0.09¢ 0.131 — 0.02
7€ Os < 2C 10.0( 0.40( 0.657 — 59.1¢
77 Ir <4 2.0C 0.37¢ 0.62: — 2.11
78 Pi <1C 5.0(C 0.017 0.19( — 0.91
7S Au 5 5.0C —0.01(¢ 0.07¢ — 0.0t 0.1<
8C Hg < 2C 10.0(¢ —0.03( 0.05¢ — 0.43
81 TI <9 4.5(C —0.05¢ 0.02¢ — 0.0¢
82 Pk 5 1.0C —0.052 0.05¢ —0.2€ 0.0¢
83 Bi 30 —0.03¢ 0.01:
84 Pc 0.00( 0.00(
8t At 0.00( 0.00(
8€ Rn —0.081 0.00(
87 Fr 0.00( 0.00(
88 Re 0.00( 0.00(
8¢ Ac 0.00( 0.00(
9C Th <0.1 —0.052 0.03¢
91 Pe -0.07¢ 0.02¢
92 ) 0.1 0.4C —0.06( 0.027 -0.01 0.0C
93 Np -0.077 0.02:
94 PL —0.04¢ 0.03¢

Hybrid SIE correction —0.24 mK
u? (Z contributions) 25 601.8QuK 2
u (AT HyeRID SIE) +0.16 mK

Table 28: Calculation of the hybrid SIE correcteomd uncertainty for Al metal

sample from Sumitomo based on the chemical anadygiplied by AQura.
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Individual  Uncertainty

Atomic  Element €l u(cn) m, u(m,) Correction Contribution

No symbol

ng/g ng/g uK/ppbw  pK/ppbw HK K 2
1 H —17.87: 0.10¢
2 He - 4527 0.001
3 Li <2 1.0C —1.31¢ 1.03( — 2.8(
4 Be <0.£ 0.4C -1.83¢ 0.111 — 0.54
5 B <1 —1.85¢ 0.77¢
6 C -1.131 0.87(
7 N -1.27¢ 0.02(
8 O —0.39¢ 0.11¢
9 F <3 0.00( 0.00(
1C Ne —0.89¢ 0.00(
11 Na <1 -0.72¢ 0.15(
12 Mg 76 76.0( —0.45( 0.11¢ —-34.17 1244.8¢
13 Al Matrix Matrix Matrix Matrix Matrix Matrix
14 Si 33C -0.62° 0.09:
15 P 12 -0.83¢ 0.57¢
1€ S <3 -0.511 0.131
17 Cl 9 0.00( 0.00(
18 Ar —0.45¢ 0.00(
1¢ K <4 2.0C - 0.271 0.26° — 0.5¢
2C Ce <16 -0.47( 0.08¢
21 Sc 57 57.0( - 0.22¢ 0.517 —-12.7: 1031.7:
22 Ti 10 10.0( 4.607 1.89¢ 46.07 2481.9.
23 Vv 61 61.0( 3.32] 1.78¢ 202.5¢ 52 953.0(
24 Cr 15 15.0( 1.051 0.63¢ 15.7 339.0¢
25 Mn 4 4.0C 0.11¢ 0.26¢ 0.4¢ 1.3
2€ Fe 70 70.0( -0.311 0.02¢ —21.7 476.6(
27 Cc <0.k -0.297 0.01¢
28 Ni 9 9.0C —0.30¢ 0.05¢ —2.7¢ 7.917
2¢ Cu 18 18.0( —0.252 0.09¢ —4.5¢ 23.4¢
3C Zn 27 27.0( —0.037 0.15¢ —0.9¢ 18.7¢
31 Ge <4 2.0C —0.15( 0.08: — 0.1
32 Ge <7 —0.20¢ 0.03:
33 As <4 -0.23¢ 0.01¢
34 Se < 6C —0.28¢ 0.13¢
35 Br <1C -0.227 0.06¢
3€ Kr -0.21¢ 0.06¢
37 Rk <1 0.5(C —0.16( 0.06¢ — 0.01
38 St <0.€ -0.19¢ 0.01¢
3¢ Y < 0.7 -0.19:2 0.011
4C Zr 62 62.0( 1.23: 1.01¢€ 76.4¢ 9813.6°
41 Nb 2 2.0C 5.47¢ 1.697 10.9¢ 131.5¢
42 Mo <2 1.0C 1.15¢ 0.901 — 2.1k
43 Tc 0.04= 0.317
44 Ru —0.14: 0.04¢
45 Rh 0.06¢ 0.437
46 Pc —0.057 0.19¢
47 Ag <6 3.0C 0.01( 0.18¢ — 0.3C
48 Cd 89 89.0( -0.117 0.03¢ —9.9¢ 110.8¢
49 In 74 74.0( - 0.157 0.02¢ —11.5¢ 137.2:
5C Sr < 3z -0.14: 0.00¢
51 Sk <9 4.5(C —0.081 0.07z — 0.24
52 Te 22 -0.11¢ 0.05(
53 | <2 0.00( 0.00(
54 Xe -0.137 0.00z
55 Cs <0.€ 0.3C -0.10¢ 0.041 — 0.0C
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Individual  Uncertainty

Atomic  Element € u(ch) m u(my) Correction Contribution

No symbol

ng/g ng/g UK/ppbw  pK/ppbw uK uK 2
5€ Ba <0.7 0.3t - 0.07¢ 0.071 — 0.0(C
57 La <0.€ -0.121 0.01¢
58 Ce <0.€ -0.12¢ 0.00:z
5¢ Pr -0.127 0.00:
6C Nd -0.12¢ 0.00:
61 P 0.00( 0.00(
62 S —-0.11C 0.017
63 Eu -0.11¢ 0.03¢
64 Gd -0.11¢ 0.00:
65 Thb -0.107 0.01(
6€ Dy -0.101 0.017
67 Ho —0.09¢ 0.017
68 Er —0.09¢ 0.017
6¢S m -0.10¢ 0.00¢
7C Yb —0.04¢ 0.05¢
71 Lu -0.10¢ 0.031
72 Hf <3 1.5C 2.391 2.52: — 27.1%
73 Ta 5.44: 1.25:
74 W <2 1.0C 0.48¢ 0.87: — 1.0C
75 Re 0.09¢t 0.131
7€ Os 0.40( 0.657
77 Ir 0.37¢ 0.622
78 Pi <8 4.0(C 0.017 0.19( — 0.5¢
7S Au <110C 550.0( —0.01(¢ 0.07¢ — 1 703.9¢
8C Hg <24 12.0( —0.03( 0.05¢ — 0.63
81 TI <6 3.0C —0.05¢ 0.02¢ — 0.0
82 Pk 8 8.0C —0.052 0.05¢ — 0.37
83 Bi <3 —0.03¢ 0.01:
84 Pc 0.00( 0.00(
8t At 0.00( 0.00(
8€ Rn —0.081 0.00(
87 Fr 0.00( 0.00(
88 Re 0.00( 0.00(
8¢ Ac 0.00( 0.00(
9C Th <0.€ —0.052 0.03¢
91 Pe -0.07¢ 0.02¢
92 ) <0.& 0.4(C —0.06( 0.027 — 0.0C
93 Np -0.077 0.02:
94 PL —0.04¢ 0.03¢

Hybrid SIE correction —0.25 mK
u? (Z contributions) 70 512.551K 2
u (AT HyBRID SIE) +0.27 mK

Table 29: Calculation of the hybrid SIE correcteomd uncertainty for Al metal

sample from Sumitomo based on the chemical anadygiplied by NRC.
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Individual  Uncertainty

Atomic  Element €l u(cn) m, u(m,) Correction Contribution
No symbol
ng/g ng/g uK/ppbw  pK/ppbw HK K 2

1 H —17.87: 0.10¢

2 He - 4527 0.001

3 Li 71.7¢ 71.7¢ —1.31¢ 1.03( —94.6] 14 416.6
4 Be 1.7¢ 1.7¢ - 1.83¢ 0.111 -3.21 10.372
5 B 125.8( —1.85¢ 0.77¢

6 C -1.131 0.87(

7 N -1.27¢ 0.02(

8 O —0.39¢ 0.11¢

9 F 374.4¢ 0.00( 0.00(

1C Ne —0.89¢ 0.00(

11 Na 118.9¢ -0.72¢ 0.15(

12 Mg 2.45 2.45 —0.45( 0.11¢ —1.0¢ 1.27
13 Al Matrix Matrix Matrix Matrix Matrix Matrix
14 Si 735.0¢ -0.62° 0.09:

15 P 11.6¢ -0.83¢ 0.57¢

1€ S -0.511 0.131

17 Cl 1 204.8: 0.00( 0.00(

18 Ar —0.45¢ 0.00(

1¢ K 21.1(¢ 21.1(¢ - 0.271 0.26° —5.8¢4 64.8:
2C Ce 20.9( -0.47( 0.08¢

21 Sc 34 .45 34 .45 - 0.22¢ 0.517 —7.6¢ 376.8"
22 Ti 19.6¢ 19.6¢ 4.607 1.89¢ 90.5¢ 9 583.1!
23 Vv 58.9: 58.9: 3.32] 1.78¢ 195.6¢ 49 411.7.
24 Cr 32.4¢F 32.4¢F 1.051 0.63¢ 34.11 1 586.9:
25 Mn 10.2¢ 10.2¢ 0.11¢ 0.26¢ 1.1¢ 8.7%
2€ Fe 98.7( 98.7( -0.311 0.02¢ —30.6¢ 947.5:
27 Cc 0.3¢ -0.297 0.01¢

28 Ni 8.0< 8.0< —0.30¢ 0.05¢ —2.4¢ 6.3<
2¢ Cu 516.8° 516.8° —0.252 0.09¢ —130.0: 19 329.7
3C Zn 141.5: 141.5: —0.037 0.15¢ -5.21 515.4:
31 Ge 12.2( 12.2( —0.15( 0.08: —1.8< 4.3¢
32 Ge 467.5( —0.20¢ 0.03:

33 As 137.0( -0.23¢ 0.01¢

34 Se 25 090.5: —0.28¢ 0.13¢

35 Br 193.9( -0.227 0.06¢

3€ Kr -0.21¢ 0.06¢

37 Rk 1.7 1.7 —0.16( 0.06¢ —0.2¢ 0.0¢
38 St 3.4¢ -0.19¢ 0.01¢

3¢ Y 0.5¢ -0.19:2 0.011

4C Zr 3.8¢ 3.8¢ 1.23: 1.01¢€ 4,72 37.3¢
41 Nb 0.9< 0.9< 5.47¢ 1.697 5.07 28.1¢
42 Mo 32.1% 32.1% 1.15¢ 0.901 37.1( 2 215.1:
43 Tc 0.04= 0.317

44 Ru 7.8¢ —0.14: 0.04¢

45 Rh 0.9t 0.9t 0.06¢ 0.437 0.0¢ 0.1¢
46 Pc 103.4¢ 103.4¢ —0.057 0.19¢ —5.8¢ 438.5°
47 Ag 891.0¢ 891.0¢ 0.01( 0.18¢ 9.12 26 853.9
48 Cd 55.8( 55.8( -0.117 0.03¢ —6.2€ 43.5¢
49 In <1 0.5(C —0.157 0.02¢ — 0.01
5C Sr 1.8% -0.14: 0.00¢

51 Sk 14.8: 14.8: —0.081 0.07z —-1.2C 2.5¢
52 Te 7.3C -0.11¢ 0.05(

53 | 1.0% 0.00( 0.00(

54 Xe -0.137 0.00z

55 Cs 0.3¢ 0.3¢ -0.10¢ 0.041 — 0.0 0.0C
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Individual

Uncertainty

Atomic  Element € u(ch) m u(my) Correction Contribution

No symbol

ng/g ng/g UK/ppbw  pK/ppbw uK uK 2
5€ Ba 6.9( 6.9(C - 0.07¢ 0.071 —0.5¢ 0.5¢
57 La 0.6¢ -0.121 0.01¢
58 Ce 0.6( -0.12¢ 0.00:z
5¢ Pr 1.1C -0.127 0.00:
6C Nd 3.5¢ -0.12¢ 0.00:
61 P 0.00( 0.00(
62 S 3.7¢ —-0.11C 0.017
63 Eu 0.4: -0.11¢ 0.03¢
64 Gd 4.8( -0.11¢ 0.00:
65 Thb 0.8t -0.107 0.01(
6€ Dy 2.8t -0.101 0.017
67 Ho 0.2¢ —0.09¢ 0.017
68 Er 1.1¢5 —0.09¢ 0.017
6¢S m 1.0¢ -0.10¢ 0.00¢
7C Yb 1.2¢€ 1.2¢ —0.04¢ 0.05¢ —0.0€ 0.01
71 Lu 0.2¢ -0.10¢ 0.031
72 Hf <1 0.5(C 2.391 2.52: — 3.0z
73 Ta 0.43 0.4% 5.44: 1.25: 2.31 5.63
74 W 2.1% 2.13 0.48¢ 0.87: 1.0 4.57
75 Re 0.9C 0.9(C 0.09¢ 0.131 0.0¢ 0.0z
7€ Os <1 0.5(C 0.40( 0.657 — 0.1F
77 Ir 1.2C 1.2C 0.37¢ 0.62: 0.4k 0.7¢
78 Pi 7.4¢& 7.4¢€ 0.017 0.19( 0.1z 2.0
7S Au 0.8< 0.8: —0.01(¢ 0.07¢ -0.01 0.0C
8C Hg 5.0¢ 5.0¢ —0.03( 0.05¢ —-0.1% 0.11
81 TI 4.8% 4.8¢ —0.05¢ 0.02¢ —0.2¢ 0.1(
82 Pt 173.8¢ 173.8¢ —0.057 0.05¢ —9.0¢ 175.7¢
83 Bi 2.0¢ —0.03¢ 0.01:
84 Pc 0.00( 0.00(
8t At 0.00( 0.00(
8€ Rn —0.081 0.00(
87 Fr 0.00( 0.00(
88 Re 0.00( 0.00(
8¢ Ac 0.00( 0.00(
9C Th 1.9C —0.052 0.03¢
91 Pe -0.07¢ 0.02¢
92 ) 0.73 0.7: —0.06( 0.027 —0.04 0.0C
93 Np -0.077 0.02:
94 PL —0.04¢ 0.03¢

Hybrid SIE correction —0.08 mK
u? (Z contributions) 126 076.21uK 2
u (AT HyeRID SIE) +0.36 mK

Table 30: Calculation of the hybrid SIE correcteomd uncertainty for Al metal

sample from Sumitomo based on the chemical anadygiplied by NIM.
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Figure 47: Hybrid OME component for cell Al-S (Suamo) freezing curve 1
(08/11/2014). Result of the fitting: — 2.32 mK.
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Figure 48: Hybrid OME component for cell Al-S (Suamo) freezing curve 2
(11/11/2014). Result of the fitting: — 1.70 mK.

-177 -



Measured
- ! ~ : ! — — Fitted

AT /mK
b
T

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Fs

Figure 49: Hybrid OME component for cell Al-S (Suamo) freezing curve 3
(13/11/2014). Result of the fitting: — 2.08 mK.
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Figure 50: Hybrid OME component for cell Al-S (Suamo) freezing curve 4
(16/11/2014). Result of the fitting: — 2.48 mK.
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Hybrid SIE  Hybrid SIE Modified OME

GDMS correction  uncertainty Freezing correction
supplier curve
mK mK mK
Metal supplie -0.2¢ 0.2¢ #1 2.32
AQure —0.24 0.1¢€ #2 1.7
NRC —0.2¢ 0.27 # & 2.0¢
NIM —0.0¢ 0.3¢ # 4 2.4¢
OME Mean 2.15 mK

Std. Deviation 0.34 mK

Hybrid SIE/Modified OME
GDMS

supplier Correction Uncertainty
mK mK
Metal supplie 1.8i 0.4
AQure 1.91 0.3¢
NRC 190 0.4<
NIM 2.07 0.4¢

Table 31: Results of Hybrid SIE/Modified OME metlotagy for cell Al-S.

For the modified OME component, the fittedues of the four freezing curves
were averaged and the result used in conjunctidh each individual hybrid SIE
estimate to generate the corrections accordinghéohybrid SIE / modified OME
methodology. As for the uncertainty calculationke tuncertainty for the SIE
component corresponds to the value calculated dicpto equation 19, as displayed
in the tables above (27 — 30). The uncertaintyttierOME component was taken as
the standard deviation of the values fitted for fiteezing curves. The uncertainties
calculated for the hybrid SIE and the modified OMEre combined in quadrature in
order to assign the uncertainty value for the ld/BiE / modified OME methodology.

The fittings performed for the freezing cunadéscell Al-A are given in figure 51,
while the hybrid SIE results together with the testor the hybrid SIE/modified OME
methodology are shown in table 32. The resultcétlr Al-E are given in figure 52
and table 33. Figure 53 and table 34 provide theltefor cell Al-H while the results

for cell Al-N are shown in figure 54 and table 35.
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Figure 51: Modified OME fittings of four freezingioves with
cell Al-A (Alfa Aesar).

Hybrid SIE  Hybrid SIE _ Modified OME
GDM.S c)c/)rrection ur%certainty Freezing correction
supplier curve
mK mK mK
Metal supplie -0.2¢8 0.22 #1 2.15
AQure -2.71 1.27 #2 2.0F
NRC -3.14 3.24 #3 2.12
NIM —1.5¢ 2.5¢ #4 2.0¢
OME Mean 2.10 mK
Std. Deviation 0.05 mK
Hybrid SIE/Modified OME
GDMS . .
supplier Correction Uncertainty
mK mK
Metal supplie 1.85 0.22
AQure -0.61 1.27
NRC —-1.04 3.24
NIM 0.5 2.54

Table 32: Results of the hybrid SIE/modified OMEthaelology for cell Al-A.

- 180 -



Ok b _ 8 1 . -
- ~
S, S
N
-2 N 2 ~
N N
N N N
~ N L
3 < 3 &
\ \
\ \
-4 3 4t <
M \ X \
£ \ E \
= \ = \
< \ < \
6k \ 6k \
\ \
\ \
-Tr \ -1r v
\ \
\ \
-8t \ -8t \
\ \
9 \ -9 \
\ \
\ \
10 | | | 1 | | 1 1 10 1 | 1 | | | 1 | h
0 ol 02 03 04 05 06 07 08 09 1.0 00 o1 02 03 04 05 06 07 08 09 10
Fs Fs
0 N ’ \
Bl v Bis Tl
< o
S <
5 ~ < ~ N
-2 > -2 N
~ N
N N
AN
3 < 3 <
N N
\ \
-4 N —4r \
\ \
£ \ % \
s \ s \
\ \
< . < \
6 X 6 \
\ \
N A _ \
7 . 7 \
\ \
-8t \ st \
\ \
\ \
r \ “r \
h) \
10 | 1 . 1 1 1 1 0 h “10 1 | 1 | | 1 1 0 1
00 01 02 03 04 05 06 07 08 09 10 00 0.1 02 03 04 05 06 07 08 09 10
Fs Fs

Figure 52: Modified OME fittings of four freezingioves with cell Al-E (ESPI).

Hybrid SIE  Hybrid SIE _ Modified OME
GDM.S c)c/)rrection uXcertainty Freezing correction
supplier curve
mK mK mK
Metal supplie 0.0C 0.0 #1 1.7¢
AQure —0.07 0.11 #2 2.11
NRC —0.6€ 0.51] #3 2.31
NIM —0.57 0.51 #4 2.3z
OME Mean 2.13 mK
Std. Deviation 0.25 mK
Hybrid SIE/Modified OME
GDMS . .
supplier Correction Uncertainty
mK mK
Metal supplie 2.1 0.2F
AQure 2.0¢ 0.27
NRC 1.4 0.5¢
NIM 1.5¢ 0.57

Table 33: Results of Hybrid SIE/Modified OME metlotayy for ESPI cell Al-E.
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Figure 53: Modified OME fittings of four freezingioves with
cell Al-H (Honeywell).
Hybrid SIE  Hybrid SIE _ Modified OME
GDM.S correction uncertainty Freezing correction
supplier curve
mK mK mK
Metal supplie -0.8¢ 0.5:2 #1 2.3(
AQure —0.1¢ 0.1z #2 2.5(C
NRC -0.32 0.3¢ # 2.3¢
NIM -0.3¢ 0.5¢ #4 2.4¢
OME Mean 2.41 mK

Std. Deviation 0.09 mK

Hybrid SIE/Modified OME

GDMS _ _
supplier Correction Uncertainty
mK mK
Metal supplie 1.5¢€ 0.57
AQure 2.2¢ 0.1F
NRC 2.0¢ 0.3¢
NIM 2.0z 0.5¢

Table 34: Results of Hybrid SIE/Modified OME metlotay for cell Al-H.
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Figure 54: Modified OME fittings of four freezingioves with
cell AI-N (New Metals).

Hybrid SIE  Hybrid SIE _ Modified OME
GDM.S c)c/)rrection ur%certainty Freezing correction
supplier curve
mK mK mK
Metal supplie -0.32 0.3( #1 3.1¢
AQure —0.13 0.0¢ #2 3.0¢
NRC -0.4C 0.6(¢ #3 3.6¢
NIM - 0.0t 0.31 #4 3.4¢
OME Mean 3.34 mK
Std. Deviation 0.30 mK
Hybrid SIE/Modified OME
GDMS . .
supplier Correction Uncertainty
mK mK
Metal supplie 3.C2 0.4
AQure 3.21 0.31
NRC 2.94 0.6¢
NIM 3.2¢ 0.4<

Table 35: Results of Hybrid SIE/Modified OME metlotay for cell Al-N.
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It was observed that the freezing curve mesmsants made with cell Al-A
(constructed using aluminium samples supplied bg-Alesar) presented a high peak
at the very beginning. In order to disregard thikience, the initial portion (equivalent
to the first 25% of the curve) was not taken inbmsideration. Since this peak was
assumed to be caused by highmpurities (most probably titanium, which was
confirmed by the GDMS assays), it would be accalirae part of the hybrid SIE
component. Once the valid data startedsd.®5, the interval at which the fitting of
the modified OME was done for the other cellsq5 to k0.20) became ¢0.2875
to s 0.40) for cell Al-A. This transformation kept tipeoportionality in between the
endpoints (the size of the interval) and the darabf the cropped freezing curves,

since the curves were turned into 75% of the oaigsolid fraction.

Even though the shape of the freezing curveasared with cell Al-N was also
anomalous, it did not require any arrangementgs poithe least square fitting because
the depression on the freezing curve occurredeag¢tial of the plateau, away from the
region where the fitting would be performed. Nekehess, application of this
methodology for this cell resulted in the highestrections, mainly because of the

more noticeable departure of the fitted curve ftbexmeasured curve.

A summary of the results for the hybrid metblody for all cells is given in
table 36.
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Hybrid SIE/Modified OME

Metal GDMS

sample supplier Correction  Uncertainty

mK mK

Metal supplie 1.8 0.22

AQure -0.61 1.27

Alfa Aesar NRC 107 32

NIM 0.5t 2.5¢

Metal supplie 2.13 0.2

AQure 2.0¢€ 0.27

ESPIMetals — e 147 0.5¢€

NIM 1.5€ 0.57

Metal supplie 1.5€ 0.5

AQure 2.23 0.1%

Honeywell NRC 2.0¢ 0.3¢

NIM 2.0z 0.5¢€

Metal supplie 3.02 0.43

AQure 3.21 0.31

New Metals NRC 2.9 0.6¢

NIM 3.2¢ 0.4:

Metal supplie 1.87 0.43

. AQure 1.91 0.3¢

Sumitomo NRC 1.9C 0.42

NIM 2.07 0.4¢

Table 36: Summary of hybrid SIE/modified OME result

Overall, the results of cells AI-N and Al-S neemore consistent between the
different assays than the other cells. It is pdedib observe that the effect caused by
the variability in the GDMS results was minimised, opposed to the result obtained
with the application of the SIE method. This is dese, in the hybrid methodology,
impurities with the coefficient of distributidaless than 0.1 are not calculated via the
SIE component but are accounted in the modified QidEBponent. This is why the
very high Se detected in the NIM analysis did restehmuch influence. Coincidently,
the major discrepancies in the GDMS analyses fesdhtwo cells occurred with
elements not accounted for individually (via SIEmpmnent). Concerning the
impurities withk > 0.1, just a few differences were observed adles&SDMS results,

although not in levels that would produce significeariation in the final result.
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6.4. Scheil model correction and uncertainty calculation

Once the freezing curve measurements werghiaai and the results recast in terms
of temperature difference vs solid fraction (ascdégd in section 4.4), the Scheil
methodology could be applied to the freezing curlé® estimates assigned for the
cells were determined through least-square fittioig equation 23. For this
methodology, two types of configuration were testate in which the variablek,
mc, andkin the equation are all set as free parameterse(Suledel — frek) and the
other in which the coefficient of distributidnis fixed as zero (Scheil modek=0).

In practical terms, the only difference in betwdbrse two configurations is the
coefficientk either being determined by the fitting or being agtzero prior to the
fitting. Application of the latter implies the caitidn that the impurities are insoluble
in the solid phase. These particular configuratiamsl the results obtained are
described below.

6.4.1. Scheil model - free &

The method denominated ‘Scheil model — kees the variation of the Scheil
methodology in which the variabldg, mc, andk are all set as free parameters. In
order to obtain the temperature corrections acogrtli this methodology, as an initial
test, all freezing curves were fitted using rangéh the lower endpoint fixed at
Fs 0.05 and the upper endpoint starting a0.E5 (shortest data interval). The tests
were repeated increasing the range in 0.05 (s@atibn) increments, up to the latest
point in the curve which could yield estimates @B5), even if the fitted curve was
not a proper representative of the measured cltrwaas decided to define the initial
point of the fittings at £0.05 to discard any possible issues at the veginhang of

the curves (e.g. overshootings).

This initial test was performed to identifyetbonsistency and dependence of the
results upon the selected range, for all freezinges. From this test, it was observed
that only a few endpoints were suitable, from whisb upper endpoints to proceed
with the analyses were selected:OFb0 and F0.80. Apart from showing good

consistency, there was a special interest in gtthre curves up tosf.50 because it

- 186 -



would be valuable to have an estimate over justitsiehalf of the curve, since this is
generally the part of the curve which is more stabhd less prone to thermal
disturbances. Similarly, it would also be notewgrth compare these estimates with
ones obtained by performing the fitting over theolehfreezing curve (or setting the
upper endpoint as close to complete freezigd,®0, as possible), however it was not
possible as the convergence of the fitted curvesesmuhe estimates of the fitted
variables to tend to infinity. Consequently, it wlecided to proceed with the fittings
by setting the upper endpoint te =80, as it was the farthest point in the freezing

curve that could be fitted and still provide a wreble fitting over the original data
(with low residuals).

The fitted curves and results obtained acogrtlh the Scheil method are given in
the figures and tables to follow. The graphs fdi &S (Sumitomo) are given in
figures 55 to 58 (for the lower limitsP.50) and figures 59 to 62 (for the upper limit,
Fs 0.80). Furthermore, the estimates obtained franfittings are tabulated in table 37,

with the corresponding corrections and uncertasriging given in table 38.
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Figure 55: Scheil model applied to curve 1 measureell Al-S (Sumitomo).
Fitting range from F0.05 to k£ 0.50 (lower limit).

- 187 -



—— Measured
— — Fitted

I \
-14 |
r |

—16 |
|

|

-18 - i
r : : : : |
20 P T R R S S S S . |

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Fs

Figure 56: Scheil model applied to curve 2 measureell Al-S (Sumitomo).
Fitting range from F0.05 to £ 0.50 (lower limit).
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Figure 57: Scheil model applied to curve 3 measureell Al-S (Sumitomo).
Fitting range from E0.05 to £ 0.50 (lower limit).
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Figure 58: Scheil model applied to curve 4 measureell Al-S (Sumitomo).
Fitting range from F0.05 to £ 0.50 (lower limit).
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Figure 59: Scheil model applied to curve 1 measureell Al-S (Sumitomo).
Fitting range from E0.05 to £0.80 (upper limit).
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Figure 60: Scheil model applied to curve 2 measureell Al-S (Sumitomo).
Fitting range from F0.05 to £ 0.80 (upper limit).
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Figure 61: Scheil model applied to curve 3 measureell Al-S (Sumitomo).
Fitting range from E0.05 to £0.80 (upper limit).
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Figure 62: Scheil model applied to curve 4 measurel!l Al-S (Sumitomo).
Fitting range from £0.05 to £ 0.80 (upper limit).

Curve #1 Curve #2 Curve #3 Curve #4
Fitting parameters

mK mK mK mK
i Range R 0.05 050 —0.78 —-5.24 —6.21 —6.02
(O]
o Range R 0.05-0.80 —-0.98 —-3.23 —-5.28 - 8.55

Table 37: Estimates based on least square fitfif8cbeil equation to the freezing
curves measured with cell Al-S (Sumitomo).

Correction Uncertainty
Fitting parameters
mK mK
i Range K 0.05-0.50 4.56 2.55
[}
w Range Roos-080 451 3.22

Table 38: Results based on least square fittirfgcbkil equation to the freezing
curves measured with cell Al-S (Sumitomo).
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In table 38, the corrections were calculatetha additive inverse of the averaged
estimate for the four freezing curves. Uncertagtigere given by the respective
standard deviations. From the results for cell AitSs possible to observe that the
fitted curves provided good convergence over thasumed curves, especially when
the fitting was done with the upper endpoint (upfpert, Fs 0.80). As shown in
figure 45, the first freezing curve measured hadightly flatter slope in relation to
the others, which in turn, resulted in a significainop in the fitted estimates for
curves 2 to 4. Observation of the results witl®.B0 indicates a decreasing trend in
the values, possibly meaning it would keep on lawgeif further measurements were
to be done. This behaviour, however, is not asestith the estimates resulting from
the curves fitted with the lower endpoing@50. Nevertheless, confirmation of this
behaviour would demand a sequence of further measnts. This may indicate that
given their impurity content, some cells would tskseral freezing curve realisations
to stabilise their performance. Due to the variatabserved in the estimates, the
uncertainties were correspondingly large.

The fittings for the freezing curves measungith the other cells were performed
similarly, following the same criteria and paramsi@evertheless, due to constraints
related to the shape of the curves obtained wittAté\ (as per previous discussion),
the ranges selected for the fittings had to be tadapccordingly. As shown in
figure 63, it was attempted to maintain and appé/same parameters concerning the
range of the fittings for this cell but the convenge of the fitted curves was not
appropriate over the ranges selected, hence mguli estimated corrections of

approximately 310 mK, which is not consistent vitie purity of the metal.
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Figure 63: Scheil model applied to curve 1 measunéd cell Al-A (Alfa Aesar).
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Taking into consideration that the GDMS ana$ymdicated that the samples from
Alfa Aesar contained a considerable concentratiotitamium, an important higk
impurity in aluminium, it was decided to try fitinthe curves simulating a hidgtto
account for this steep beginning of the curves. fittirg was then performed with an
initial input (like a prediction) for the value fdine coefficienk (equal to 5.0). Since
it was set as a free parameter, the software wadjlast this value as the least square
fitting was done until optimum values for the paedens were achieved. Besides this,
once the higtk effect is predominantly observable at the begigroh the freezing
curves, it was observed that fittings simulatinggh k were compromised if done up
to an upper endpoint approaching the completiathefreeze (£1.00). Appropriate
fittings could only be achieved up te ®50. In these circumstances, this was selected
as the upper endpoint (upper limit) angOR25 was selected as the lower endpoint,
restricting the fitting to just the region of thaerge affected by the impurities with a
high coefficient of distribution. These results danseen in figures 64 and 65.
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Figure 64: Curves for cell Al-A fitted with higkhivalues
(lower range, £0.05 to £ 0.25).
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Figure 65: Curves for cell Al-A fitted with higkhivalues
(upper range, §0.05 to k£ 0.50).

The estimates obtained from the fittings aabutated in table 39, with the
corresponding corrections and uncertainties beimgngin table 40. For illustration
purposes only, the fitted values lovaried from 4.5 to 4.9 for the lower range and

from 3.5 to 3.7 for the upper range.

Curve #1 Curve #2 Curve #3 Curve #4
Fitting parameters

mK mK mK mK
i Range R 0.05-0.25 3.67 3.40 3.62 3.37
(]
o Range R 0.05 050 4.16 3.91 3.99 3.90

Table 39: Estimates based on least square fitfif8cbeil equation to the freezing
curves measured with cell Al-A (Alfa Aesar).
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Correction Uncertainty
Fitting parameters

mK mK
i Range K 0.05-0.25 —-3.51 0.15
[}
w Range Roos-050 —-3.99 0.12

Table 40: Results based on least square fittirfgcbkil equation to the freezing
curves measured with cell Al-A (Alfa Aesar).

According to the calculations, the resultgha# fittings were consistent with the
behaviour of the fixed point material which meamat the temperature realised by the
fixed point cell Al-A is at least 3.5 mK higher thdahe temperature of realisation
defined in the ITS-90. Given the good reprodudipilbf the freezing curves, the
uncertainties (standard deviations) were smalbpgosed to cell Al-S.

Concerning the cell produced with aluminiummpées from ESPI metals, cell Al-E,
application of the Scheil methodology was straigitfard in which no adaptations
were imposed by the performance/behaviour of tHe@ensequently, it followed the
parameters initially described which were applieddell Al-S (s 0.50 defined as the
upper endpoint for the lower range ardmBO the upper endpoint for the upper range).
The fittings are shown in figures 66s®05 to k0.50) and 67 (§0.05 to k0.80).
The estimates produced by the least-square fittergs given in table 41. The
corresponding corrections and uncertainties arevshio table 42.
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Figure 66: Fitting of the curves measured with é&lE (ESPI).
Range E£0.05 to k£ 0.50 withk being a free parameter.
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Figure 67: Fitting of the curves measured with é&lE (ESPI).
Range E0.05 to £0.80 withk being a free parameter.
o Curve #1 Curve #2 Curve #3 Curve #4
Fitting parameters
mK mK mK mK
x Range K 0.05-0.50 -6.10 —26.70 —21.09 -11.36
[«H)
(&)
w Range R 0.05-0.80 —-3.34 —-4.90 —-6.91 -531

Table 41: Estimates based on least square fittil8beil equation to the freezing
curves measured with cell Al-E (ESPI).
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o Correction Uncertainty
Fitting parameters

mK mK
- Range R 0.05-0.50 16.31 9.30
(]
- Range Fo0.05-0.80 5.12 1.47

Table 42: Results based on least square fittiri§cbkil equation to the freezing
curves measured with cell Al-E (ESPI).

According to the results obtained with celt&lit is observed that the fittings in
the upper range presented more consistent refulépite of the fact that there was
good agreement in the shapes of the measured rfgeezirves and that the
convergence of the fitted curves was optimal irhlranges tested, the results of the

fittings in the lower range (tosP.50) presented an unexpected and inexplicable
variability.

The Scheil methodology was applied to cellHAlHoneywell) with the same
parameters used with cells Al-S and AI-E. The rasglfittings are shown in

figures 68 and 69. Then, the respective estimatesslaown in table 43, with the
corrections and uncertainties tabulated in table 44
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Figure 68: Fitting of the curves measured with é&lH (Honeywell).
Range E0.05 to £0.50 withk being a free parameter.
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Figure 69: Fitting of the curves measured with é&lH (Honeywell).
Range E0.05 to £0.80 withk being a free parameter.
o Curve #1 Curve #2 Curve #3 Curve #4
Fitting parameters
mK mK mK mK
~x Range K o0.05-0.50 —12.05 —17.33 — 73.56 —17.48
()
(&)
L Range K o005-0.80 —-3.05 - 354 —-4.77 —8.06

Table 43: Estimates based on least square fitfil8cbeil equation to the freezing
curves measured with cell Al-H (Honeywell).
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Correction Uncertainty
Fitting parameters

mK mK
i Range F 0.05 - 0.50 30.11 29.08
]
w Range Roos-080 4.86 2.26

Table 44: Results based on least square fittirfgcbkil equation to the freezing
curves measured with cell Al-H (Honeywell).

Similarly to cell Al-E, it can be observed thiae fittings performed with cell Al-H
in the upper range presented reasonable consistieo@ypared to the results in the
range up to £0.50. Even though the curves showed good reprbilitii the fitted
values for the four curves tested varied considgiialihe lower range. Perhaps it was
an isolated issue with curve 3, but that is noficored by the fitting in the upper range

for that freezing curve.

Similarly to the issues with cell Al-A, thesgontinuity in the shape of the freezing
curves measured in cell Al-N (as discussed preWanghis chapter) imposed some
difficulties in the application of the Scheil mettaogy. This led to a few changes to
the way the method was applied. From the beginnimvgas noticed that it would be
impossible to do the fittings up t@ .80 since this part of the curve was impacted by
the irregular behaviour of the cell observed. Injeewas only possible to apply the
fitting up to K 0.65. In this case, the ranges applied were theeses for cell Al-A
(Fs 0.05-0.25 and £0.05-0.50). Even though it was due to different reastmguld
be important to restrict the variability in the g&s used (if not possible to employ the
same parameters for all specimen tested). At lalhsells were fitted in the range
Fs 0.05to K0.50 (although for cells Al-E, Al-H and Al-S it regsented the lower range
and for cells Al-A and AI-N it marked the upper ganinstead). In theory, since the
discontinuity appears only later in the freezirtgshould not prevent the cell from

presenting adequate fittings up ©50.

The fittings applied to the freezing curvesaswed with cell Al-N are shown in
figures 70 (lower rangesP.05-0.25) and 71 (upper range :05-0.50). The values
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of the estimates for the liquidus slopes are tdabdla table 45, with the corrections
and uncertainties given in table 46.
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Figure 70: Fitting of the curves measured with &&IN (New Metals).
Range E0.05 to £0.25 withk being a free parameter.
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Figure 71: Fitting of the curves measured with &&IN (New Metals).
Range E0.05 to £0.50 withk being a free parameter.

Curve #1 Curve #2 Curve #3 Curve #4
Fitting parameters

mK mK mK mK
i Range R 0.05-0.25 —7.92 —3.44 —-11.78 —5.37
(]
o Range R 0.05 050 —_ —-14.21 —20.24 —18.85

Table 45: Estimates based on least square fitfii8cbeil equation to the freezing
curves measured with cell AI-N (New Metals).
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Correction Uncertainty
Fitting parameters

mK mK
i Range K 0.05-0.25 7.04 3.58
[}
w Range Roos-050 17.77 3.16

Table 46: Results based on least square fittirfgcbkil equation to the freezing
curves measured with cell AI-N (New Metals).

Unfortunately, the fitting results were noteagected since they were large (most
probably indicating that the issues at the endhef d¢urve do indeed influence the
earlier region of the curve, taking into accourttaven the fitting in the lower range
presented substantial variation in the results).

As observed in table 46, no results could Ib@ioed from the fitting of freezing
curve 1 in the upper range. This was because ghezhthe maximum number of
iterations permitted (10,000 iterations) withouttasbing values for the fitted
parameters within the deviation tolerance. Uporchigey the maximum number of
iterations, the last value displayed fac, was around 73 K, which is completely
unrealistic: given the purity of the aluminium emy#d in the cells, the expected
corrections should be in the order of a few milfes$ only.
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6.4.2. Scheil model (k= 0)

The methodology referred to as ‘Scheil modet©’ consists of the Scheil method
being applied with the coefficiektbeing set as zero in the fittings. This variatodn
the method considers that the impurities are irdelun the solid phase. Before
applying this method, tests were also performed ie curves in order to check the
most consistent ranges (better reproducibility serte freezing curves of a given
cell) to apply the fittings. In general, the rantest presented more consistency in this
variation were F0.05-0.50 and F0.05-0.80, which coincide with the ranges used
in the ‘freek’ variation for cells Al-E, Al-H and Al-S.

The fitted curves obtained according to thee8anodel are shown in the figures
and tables to follow. To start with, the graphs ¢efl Al-S (Sumitomo) are given
in figures 72 to 75 (for the lower limit,sB.50) and figures 76 to 79 (for the upper
limit, Fs 0.80). In addition, the estimates obtained from fittings are provided in
table 47, with the corresponding corrections anckuainties being given in table 48.
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Figure 72: Scheil model applied to curve 1 measure!l Al-S (Sumitomo).
Fitting range from F0.05 to k£ 0.50 (lower limit). Coefficienk fixed as 0.
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Figure 73: Scheil model applied to curve 2 measurell Al-S (Sumitomo).
Fitting range from F0.05 to £ 0.50 (lower limit). Coefficienk fixed as 0.
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Figure 74: Scheil model applied to curve 3 measure!l Al-S (Sumitomo).
Fitting range from F0.05 to k£ 0.50 (lower limit). Coefficienk fixed as 0.
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Figure 75: Scheil model applied to curve 4 measurel!l Al-S (Sumitomo).
Fitting range from F0.05 to £ 0.50 (lower limit). Coefficienk fixed as 0.
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Figure 76: Scheil model applied to curve 1 measure!l Al-S (Sumitomo).
Fitting range from F0.05 to k£ 0.80 (upper limit). Coefficieri fixed as 0.
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Figure 77: Scheil model applied to curve 2 measurell Al-S (Sumitomo).
Fitting range from F0.05 to £0.80 (upper limit). Coefficierk fixed as 0.
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Figure 78: Scheil model applied to curve 3 measurel!l Al-S (Sumitomo).
Fitting range from F0.05 to k£ 0.80 (upper limit). Coefficieri fixed as 0.
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Figure 79: Scheil model applied to curve 4 measure!l Al-S (Sumitomo)
Fitting range from F0.05 to k£ 0.80 (upper limit). Coefficieri fixed as 0.

Fitt . Curve #1 Curve #2 Curve #3 Curve #4
itting parameters MK mK mK MK

o Range R 0.05 050 —-1.90 —-1.59 —-1.91 —2.28

1

=~ Range R 0.05-0.80 —-1.40 -1.25 -1.42 -1.68

Table 47: Estimates based on least square fitfil8beil equation to the freezing
curves measured with cell Al-S (Sumitomo).

Fitti ) Correction Uncertainty
ng parameters

Hing p mK mK

o Range K 0.05-0.50 1.92 0.28

1

= Range K 0.05-0.80 1.44 0.18

Table 48: Results based on least square fittiri§cbkil equation to the freezing
curves measured with cell Al-S (Sumitomo).
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Similarly to the previous variation of the #dmethod, the corrections are given
by the additive inverse of the averaged estimatete four freezing curves, with
the uncertainties being the respective standardhtiens. From the results above for
cell Al-S, better results were achieved with thedo range (F0.05 to £0.50), if the
convergence of the fittings over the measured cuwere taken into consideration.
Despite the first freezing curve measured havistightly flatter slope in relation to
the others, as highlighted before, in this methogyplthe differences in the shape of

the curves were smoothed out.

Because of the shape of the curves measurddoell Al-A, it would not be
reasonable to fit the curves over both the steepnbang and the flatter region
past k0.25, since the fitted curve would not convergéh® shape of the measured
curve. As shown in figure 80, it was even attemptedpply the same ranges of the
fittings for this cell but the convergence of titeefl curves was not appropriate for the
analysis.
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Figure 80: Scheil model (witkbeing fixed as zero) applied to curve 1 measured i
cell Al-A (Alfa Aesar).

Considering that the fitting had to be perfechwithk being set as zero for this
variation, it was decided to disregard the portbthe curves influenced by the high
impurity concentration. In order to obtain the eation values for this cell according
to this variation, the temperature difference mesguat £0.25 was used in
conjunction with the fitted value for the slopélie selected ranges. The solid fraction
equivalent for the fitting range minimum was 0.28&bd the maximum values
were 0.625 and 0.85 (taking into account that tnees were only 0.75x the usual
duration of the curves). The fitted curves withsthadjustments are given in figure 81
(upper limit at 0.625) and figure 82 (upper limit a§ 85). The estimates calculated

based on these fittings are provided in table 4@ wie results being displayed in
table 50.
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Figure 81: Curves (cell Al-A) fitted with Scheil eation after the range adjustments.
Range set assP.2875 to £0.625, withk being set as zero.
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Figure 82: Curves (cell Al-A) fitted with Scheil eation after the range adjustments.
Range set assP.2875 to £0.85, withk being set as zero.

From figures 81 and 82 above, it is possibledte that the fittings performed with
the range maximum set a§ 625 (lower range) provided good agreement viiéh t
measured curves, whereas the fittings done batbd apper maximum §0.85) did

not show much convergence to the measured curda@shwndicates that the latter
would not be as reliable as the former.
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o Curve #1 Curve #2 Curve #3 Curve #4
Fitting parameters

mK mK mK mK
Correction at Trso.25 +2.12 +2.17 +2.20 +2.22
E Range K 0.2875 - 0.625 —1.64 —1.53 —-1.57 —1.56
Range K o.2875-0.85 -1.03 -1.05 —1.05 —1.06

Table 49: Estimates based on least square fitfil8cbeil equation (withk=0) to the
freezing curves measured with cell Al-A (Alfa Aesar

Fitti ‘ Correction Uncertainty
itting parameters mK mK
o Range koasrs-0622 —0.73 0.22
1
~  Range Rozsrs—0ss  —1.13 0.03

Table 50: Results based on least square fittirfgcbkil equation (withk=0) to the
freezing curves measured with cell Al-A (Alfa Aesar

In order to obtain the corrections assignedHtc particular cell according to the
Scheil methodologyk= 0), the fitted values for each curve were firstynbined with
the corresponding temperature value abR25 to account for the bias at the initial
portion of the curve that had prevented the apiiinaof the coefficienk fixed as
zero. After this, the values were averaged andctireection taken as the additive

inverse of the mean.

From the results above, it was observed thatinfluence of higtk impurities
present in this aluminium sample was greater then dstimated values oho
obtained through the fittings. Again, the fittingserformed in the Ilower
range (0.2875 to £0.625) provided good convergence to the measwees. As
for the fittings done in the upper range, on thieeohand, the convergence was not as
adequate. Given the constraints related to thelipe@hape of the freezing curves

produced with cell Al-A and the fact that for tariation the coefficienk has to be
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fixed as zero, these results should be regardetuatrative only because of the
limitations and adaptations that have to be doreder to achieve coherent results.

Application of the fittings for the freezingiwes measured with cell Al-E (made
with ESPI aluminium samples) was more straightfodathan for the previous curves
and showed results that were consistent with théypof the material. The ranges
applied were the same used for cel Al-S. The cpmeding graphs for cell Al-E are
provided in figures 83 (for the lower limits B.50) and 84 (for the upper limits 6.80).

The resulting estimates are provided in table Jiilenthe calculated corrections and
uncertainties are shown in table 52.
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Figure 83: Scheil model applied to the freezingrzearmeasured in cell Al-E (ESPI).
Fitting range from F0.05 to £ 0.50 (lower limit). Coefficienk fixed as 0.
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Figure 84: Scheil model applied to the freezingzesrmeasured in cell Al-E (ESPI).
Fitting range from F0.05 to k£ 0.80 (upper limit). Coefficieri fixed as 0.

. Curve #1 Curve #2 Curve #3 Curve #4
Fitting parameters

mK mK mK mK
o Range K o0.05-0.50 —1.55 —-1.72 —-1.90 —-1.90
1
~  Range Roos-0s0 -1.18 -1.26 -1.34 -1.40

Table 51: Estimates based on least square fitfil8cbeil equation to the freezing
curves measured with cell Al-E (ESPI).
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o Correction Uncertainty
Fitting parameters

mK mK
o Range K 0.05-0.50 1.77 0.17
I
= Range K o0.05-0.80 1.30 0.10

Table 52: Results based on least square fittiri§cbkil equation to the freezing
curves measured with cell Al-E (ESPI).

Based on the results for cell Al-E, it is pbksto observe that the fittings in the
lower range (E0.05 to k0.50) resulted in greater convergence with thesuneal
curves. Again, the differences in the shape ofcilrees were smoothed out in this

methodology.

The fittings performed with cell Al-H (madetialuminium samples supplied by
Honeywell) exhibited similar characteristics to tlesults obtained with cells Al-E
and Al-S. Figure 85 (for the lower limit) and figuB6 (for the upper limit) show the
fittings on the freezing curves. The estimatesiabthfrom the fittings are tabulated

in table 53, the corrections and uncertaintieggaren in table 54.
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Figure 85: Scheil model applied to the freezingresrmeasured in
cell Al-H (Honeywell). Fitting range fromsf0.05 to £ 0.50 (lower limit).
Coefficientk fixed as 0.
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Figure 86: Scheil model applied to the freezingresrmeasured in
cell Al-H (Honeywell). Fitting range fromsf0.05 to £ 0.80 (upper limit).
Coefficientk fixed as O.

o Curve #1 Curve #2 Curve #3 Curve #4
Fitting parameters

mK mK mK mK
o Range K o0.05-0.50 —1.96 -2.10 —1.95 —2.04
1
= Range R 0.05-0.80 —-1.44 —-1.54 —-1.39 -1.39

Table 53: Estimates based on least square fitfil8cbeil equation to the freezing
curves measured with cell Al-H (Honeywell).
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o Correction Uncertainty
Fitting parameters

mK mK
o Range K 0.05-0.50 2.01 0.07
I
= Range K o0.05-0.80 1.44 0.07

Table 54: Results based on least square fittiri§cbkil equation to the freezing
curves measured with cell Al-H (Honeywell).

Despite the anomalous shape of the freezimgesuneasured with cell Al-N, the
fittings could still be performed with the rangesed for the other cells {B.05-0.50
and k 0.05-0.80) not requiring a different treatment (as pp@ned to cell Al-A). In
all freezing curves, application of the fittingstime lower range (up tosB.50) was
not disturbed by the discontinuity seen in the shaijthe freezing plateau, towards
the end of the curve. However, when it concernsfitiegs done in the upper
range (50.05-0.80), it is observed that this variation of then&t method was
disturbed by the discontinuity. The fittings perfad with cell Al-N are given in
figure 87 (for the lower limit) and figure 88 (fahe upper limit). The estimates
obtained from the fittings are shown in table 5% #ime respective corrections and
uncertainties are tabulated in table 56.
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Figure 87: Scheil model applied to the freezingresrmeasured in
cell Al-N (New Metals). Fitting range fromsB.05 to £0.50 (lower limit).
Coefficientk fixed as O.
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Figure 88: Scheil model applied to the freezingresrmeasured in
cell Al-N (New Metals). Fitting range fromsB.05 to £0.80 (upper limit).
Coefficientk fixed as O.

Fitti . Curve #1 Curve #2 Curve #3 Curve #4
itting parameters mK mK mK mK

o Range R 0.05 050 — 255 —2.64 —3.01 —2.98

1

=~ Range R 0.05-0.80 —1.44 - 1.49 —-1.46 - 1.56

Table 55: Estimates based on least square fittil8beil equation to the freezing
curves measured with cell AI-N (New Metals).

-222 -



o Correction Uncertainty
Fitting parameters

mK mK
o Range K 0.05-0.50 2.79 0.23
I
= Range K o0.05-0.80 1.49 0.06

Table 56: Results based on least square fittir§cbkil equation to the freezing
curves measured with cell AI-N (New Metals).

Differently from the performances of the cells, Al-H and Al-S in the upper
range (whose fittings were comparatively not astant with the shape of the curves
as they were in the lower range), the fittings ofad with cell Al-N in this range did
not converge at all to the measured curves (fi@®e Consequently, the estimates

obtained in upper range are provided for illustratbnly, since they lack reliability.
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6.5. Gradient method correction and uncertainty calculation

After estimates were calculated accordindheo$cheil methodology, the gradient
method was applied to the freezing curves obtawigldl the aluminium cells. Since
this method is a shortcut to the Scheil methodaqlatgy application was simpler,
requiring a single linear fitting around the cemient of the freezing plateaus €.50.

In order to achieve this with great accuracy, @dmfitting was performed over a
narrow range, §0.45 to k0.55. Afterwards, with the resulting slope anceioépt
coefficients obtained, the corrections accordintpéogradient method were calculated

through the application of equation 24.

The fittings (and schematic representatiothefparameters) performed in order to
obtain the corrections for cell Al-S are exemptifien figures 89 to 92, with the
corresponding results tabulated in table 57. Theedainties were given by the
deviations of the coefficients and the standardadmn of the corrections all summed

in quadrature.
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Figure 89: Gradient method applied to curve 1 meakin cell Al-S (Sumitomo).
Fitting range from F0.45 to £ 0.55.
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Figure 90: Gradient method applied to curve 2 meeabin cell Al-S (Sumitomo).
Fitting range from £0.45 to £ 0.55.
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Figure 91: Gradient method applied to curve 3 mieakin cell Al-S (Sumitomo).
Fitting range from F0.45 to £ 0.55.
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Figure 92: Gradient method applied to curve 4 meeakin cell Al-S (Sumitomo).
Fitting range from £0.45 to £ 0.55.

- b Ua Ub Tr Trs=1 AT T o (Correction)
Fitting results
mK mK mK mK mK mK mK
Curve #1 -6.19 120 004 0.02 -189 -—-498 3.09 1.19
Curve #2 -531 103 0.05 003 -162 -428 266 1.02
Curve #3 -630 121 005 002 -194 -5.09 3.15 1.20
Curve #4 —-7.60 154 0.05 002 -226 -6.06 381 1.55

Correction 1.27 mK

Uncertainty  0.26 mK

Table 57: Results of the fittings according to ginadient method for cell Al-S.

In this methodology, the correction assigrethe cells was obtained directly by
the average of the corrections calculated for é@ezing curve based on equation 24.
The corrections obtained are consistent with theeeted corrections for the level of

purity of the aluminium samples employed in thestarction. Overall, the differences
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observed in the freezing curves measurements dichatch the gradient methodology
results. The cells did present some variation exdalculated correction values but
these did not match the slopes observed in theifrgeurves. As an example, this can
be observed for cell Al-S: the first curve presdrtee flattest plateau whilst the other
three curves showed great reproducibility. Desyites, neither the correction
calculated for the first curve was the smallesthaf four nor the following curves
presented very similar calculated values. Theditterves for the other cells are
presented below, together with a summary of resigiseach cell being given
subsequently. The results are given as followstré@®3 and table 58 show the results
for cell Al-A, figure 94 and table 59 present tlesults for cell Al-E, figure 95 and
table 60 give the results for cell Al-H while figu®6 and table 61 display the outcome
obtained with cell Al-N.
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Figure 93: Gradient method applied to the freezimyes measured with cell Al-A.

Fitting range from F0.45 to £ 0.55.

- b Ua Ub Tr Tes=1 AT T o(Correction)
Fitting results
mK mK mK mK mK mK mK

Curve #1 -6.39 —-0.34 0.04 0.02 -354 -6.74 3.20 —-0.34

Curve #2 -6.15 -0.44 0.04 0.02 -350 -6.59 3.09 -041

Curve #3 —-6.26 —0.36 0.04 0.02 -349 -6.63 3.14 —-0.35

Curve #4 -6.17 -0.44 0.04 0.02 -351 -6.62 3.0 -041
Correction  —0.38 mK
Uncertainty  0.10 mK

Table 58: Results of the fittings according to ginedient method for

cell Al-A (Alfa Aesar).
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Figure 94: Gradient method applied to the freezumyes measured with cell Al-E.
Fitting range from £0.45 to £ 0.55.

- b Ua Ub Tr Trs=1 AT T o(Correction)
Fitting results
mK mK mK mK mK mK mK
Curve #1 —-493 080 004 0.02 -162 -—-412 250 0.88
Curve #2 -568 1.09 0.04 002 -171 -458 287 1.16
Curve #3 -594 103 004 002 -192 -491 3.00 1.08
Curve #4 -6.19 1.20 0.04 002 -192 -498 3.06 1.14

Correction 1.07 mK

Uncertainty  0.16 mK

Table 59: Results of the fittings according to ¢inadient method for
cell Al-E (ESPI).



2 2
T 1o
\\ \\
0 RN 0 RN
~ ~
\\ \\
~ ~
~o - ~o
1 s 1
N <
~ \\
> (1) ~ (2]

o \ o \
M “N X ~
£ S E >
=7 < = N<

<
< ~o > ~_
< ~
—4 \\\ —4 \\\
\\\ \\\

-5 -5k ~

-6 -6

7 L

~ ~
N
0 = 0 S
S
~ \\
\\ \\
-1 N -1 ~
~ <
™~ (3) - (4]
~

2 ~ 2 \
i G X .
£, S £, s
= ~< = ~.
= ~_ < <

- ~
-4 < -4 ~g
\\ \\\
~ ~

=5 =5 ~

6 6

7t 7

L L L L L L L L L 8 L L L L L L L L L
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 0.0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Figure 95: Gradient method applied to the freezimyes measured with cell Al-H.
Fitting range from £0.45 to £ 0.55.

- b Ua Ub Tr Trs=1 AT T o(Correction)
Fitting results
mK mK mK mK mK mK mK
Curve #1 -6.03 101 004 0.02 -204 -5.01 297 0.94
Curve #2 -6.33 1.05 0.04 0.02 -211 -528 317 1.06
Curve #3 -589 100 004 002 -191 -489 298 1.06
Curve #4 -6.18 0.94 0.04 002 -220 -524 3.04 0.84

Correction 1.27 mK

Uncertainty  0.14 mK

Table 60: Results of the fittings according to ¢inadient method for
cell Al-H (Honeywell).
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Figure 96: Gradient method applied to the freezimyes measured with cell Al-N.

Fitting range from £0.45 to £ 0.55.

- b Ua Ub Tr Trs=1 AT T o(Correction)
Fitting results
mK mK mK mK mK mK mK
Curve #1 -694 084 004 002 -266 -—-6.09 343 0.77
Curve #2 -8.04 137 0.04 002 -259 -6.67 4.08 1.48
Curve #3 -9.20 158 004 0.02 -3.02 -7.62 461 1.59
Curve #4 -9.16 1.49 0.05 002 -310 -7.66 456 1.46
Correction 1.32 mK
Uncertainty  0.39 mK

Table 61: Results of the fittings according to ¢inadient method for
cell Al-N (New Metals).
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Application of this methodology was simple aticcurves from the five cells were
quickly fitted without the need for any adjustmertss noticeable how the linear fits
filter the differences in performance of the cellbis might be due to the nature of the
methodology: as the fit takes into account the tnafpire where half of the metal
sample is frozen @0.50), it disregards the measurement informatfahebeginning
and end sections of the freezings. For other mellbgees, however, these parts are
crucial for determining the fitting slopes and ttespective corrections. Since the
gradient method is intended as a quick fit, thenmmanefit of its application, when
compared to more laborious approaches, is the aabéast response in assigning a
temperature correction for the cells.
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6.6. Thermal analysis correction and uncertainty calculation

The last method involving the application e&st-square fitting was the thermal
analysis method (also known as the 1/F method} irtd@thod was applied according
to the description contained in section 2.3.2.6jctvhalso required that the data
was plotted in terms of temperature differena&, versus the inverse of liquid
fraction,1/F. The liquid fraction is given by the additive imge of the solid
fractionFs;. The procedure is summarised as the simple tranmstmn below

(equation 31):

1/F=(1-F)™ (31)

A linear fitting was applied for the rangerfrd/F=1 to 1/F=1.5. Upon the resulting
slope and intercept coefficients, the curve coudelztrapolated to 140D, which
should correspond to the hypothetical freezing &napire of the 100 % pure
aluminium. Then, the correction for the cell colld obtained by subtracting the
calculated value at 149 from the temperature value at £/E However, since the
1/F values involved are 0 and 1, the calculatiosimsplified and the temperature
correction is then given directly by the fitted walfor the slopa of the curve. Then,
the value assigned as the temperature correcticordiog to the thermal analysis
methodology was given by the additive inverse @f éiveraged fitted values of the

slopes.

The fitting performed to obtain the correctoior cell Al-S are exemplified in
figures 97 to 100 below. The results are subsetué¢abulated in table 62. The
uncertainties were obtained by summing in quadeattire deviations of the

coefficients with the standard deviation of thereotions.
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Figure 97: Thermal analysis method applied to clrmeeasured in cell
Al-S (Sumitomo). Fitting range from 1#1 to 1/F=1.5.
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Figure 98: Thermal analysis method applied to c@weeasured in cell
Al-S (Sumitomo). Fitting range from 1#4 to 1/F=1.5.
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Figure 99: Thermal analysis method applied to c@weeasured in cell
Al-S (Sumitomo). Fitting range from 1#1 to 1/F=1.5.
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Figure 100: Thermal analysis method applied to edrvneasured in cell
Al-S (Sumitomo). Fitting range from 1#4 to 1/=1.5.
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Freezing a b Ua Up

curve mK mK mK mK
Curve #1 -0.90 0.84 0.01 0.01
Curve #2 -1.72 1.67 0.01 0.01
Curve #3 -2.09 2.04 0.01 0.01
Curve #4 —2.43 2.42 0.01 0.01

Correction 1.79 mK

Uncertainty  0.66 mK

Table 62: Results of the fittings according to tirermal analysis method for
cell Al-S (Sumitomo).

Application of this methodology was simple amturned individual corrections
that were consistent with the temperature profilehe freezing curves: the fact that
the first curve measured with cell Al-S presentddss steep slope in comparison to
the later three curves was also adequately traslat the results of the thermal

analysis calculations. This was also observedarother cells.

Since the fitting is performed over a portadrihe data at the very beginning of the
freezing, the curves measured with cell Al-A weogably affected in a manner that
the fitted results would be unrealistic, not cotesis with the impurity profile of the
material (as shown in the GDMS assays and alsaaxén the shape of the freezing
curves). If the fitting range 141 to 1/F=1.5 were to be maintained, the resulting
correction would be approximately 5.40 mK, as iistiell presented the lowest
freezing temperature from the five cells investghtwhen in fact it had the highest
temperature given the highimpurity content of the aluminium samples emplayed

This can be seen in figure 101.
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Figure 101: Thermal analysis method applied to edrvneasured in cell Al-A (Alfa
Aesar). Fitting range from 141 to 1/=1.5.

In an attempt to apply the method to cell Airfa manner that would be consistent
with the previously characterised impurity contefthe material, the solution adopted
was to shift the fitting range to a later partloé# turve, immediately after the influence
of the highk impurities was no longer observable in the grdpten, the range chosen
to perform the fitting was 141.4 to 1/=1.9. The results for this cell would be valid
after correcting the fitted values for the offsatd/F=1.4 (approximately 2.40 mK in
average). The graphs showing the adjusted fitfiogsell Al-A are given in figure 102

and the corresponding results are tabulated i BRI

Subsequently, the fittings for the other cals given together with a summary of
results for each cell, as follows: figure 103 am#tlé 64 display the results for
cell Al-E, figure 104 and table 65 show the restdtscell Al-H while figure 105 and
table 66 display the outcome obtained with celNAI-
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Figure 102: Thermal analysis method applied tditbezing curves measured with
cell Al-A (Alfa-Aesar). Fitting range from 141.4 to 1/E1.9.

Freezing a b Ua Up Offset (T(WF) a-T@/F)
curve mK mK mK mK mK mK
Curve #1 —-2.00 041 0.01 0.01 —2.39 0.39
Curve #2 —-1.86 0.14 0.01 0.01 —-2.40 0.54
Curve #3 —-1.88 0.22 0.01 0.01 —2.42 0.54
Curve #4 -1.83 0.08 0.01 0.01 —-2.43 0.60
Correction 0.52 mK
Uncertainty ~ 0.08 mK

Table 63: Results of the fittings according to tinermal analysis method

for cell Al-A.
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Figure 103: Thermal analysis method applied tditbezing curves measured with
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cell Al-E (ESPI). Fitting range from 141 to 1/F=1.5.

Freezing a b Ua Up
curve mK mK mK mK
Curve #1 -1.75 1.63 0.00 0.01
Curve #2 —-1.99 1.95 0.01 0.01
Curve #3 -2.19 2.13 0.00 0.01
Curve #4 —-2.19 2.19 0.01 0.01
Correction 2.03 mK
Uncertainty  0.21 mK

Table 64: Results of the fittings according to tirermal analysis method for

cell Al-E (ESPI).
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Figure 104: Thermal analysis method applied tditbezing curves measured with

AT /mK
1

AT /mK
IS

AT /mK
L

4
2k
~
N
\\
0 \
<
-2 \\
<
<
N
\\
4 N
<
\\
N
6k
s
0}
12 ! L
1 2 3
1/F
4
2
N
~
N
0 \\
<
-2 RN
<
N
~
\\
o -
<
~
N
. N
Sl
s
1 i | i
1 2 3

1/F

L L L
3 4 5 6
1/F

cell Al-H (Honeywell). Fitting range from 141 to 1/F=1.5.

Freezing a b Ua Up
curve mK mK mK mK
Curve #1 -2.20 2.14 0.00 0.01
Curve #2 —-2.37 2.32 0.00 0.01
Curve #3 —-2.25 2.23 0.00 0.00
Curve #4 -2.32 2.18 0.01 0.01
Correction 2.28 mK
Uncertainty  0.07 mK

Table 65: Results of the fittings according to tirermal analysis method for
cell Al-H (Honeywell).
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Figure 105: Thermal analysis method applied tditbezing curves measured with
cell Al-N (New Metals). Fitting range from 1#A to 1/F=1.5.

Freezing a b Ua Up
curve mK mK mK mK
Curve #1 -3.03 2.91 0.01 0.01
Curve #2 —-2.92 2.86 0.01 0.01
Curve #3 —3.43 3.39 0.01 0.01
Curve #4 -3.37 3.23 0.01 0.01
Correction 3.19 mK
Uncertainty  0.25 mK

Table 66: Results of the fittings according to tinermal analysis method
for cell Al-N.
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It is important to observe that the anomalshape of the freezing plateaus
measured in cell Al-N (New Metals) did not prevéim¢ application of the thermal
analysis methodology or required any adjustmentkerfitting parameters. This was
due to the fact that in this methodology the fdtis done at an initial portion of the
data (equivalent to 33 % of the solid fraction), iethis not affected by the
discontinuity observed at a later stage of theziregcurves measured with cell Al-N.
Therefore, for this method, the fitting parametarly had to be adjusted for cell Al-A.

In general, this method was applied withouffialilty (even though the
methodology requires the abcissa to be plottedasse of liquid fraction, 1/F). The
calculated corrections and uncertainties yieldesirs& be consistent with not only
the level of purity of the aluminium samples bwoathe variability in the performance
of the cells: as observed in previous methodsdestdls Al-E, Al-H and Al-S tend to
be very similar in terms of behaviour and the lesetorrections assigned; cell Al-N
presents a lower performance (larger correctionsilewcell Al-A tend to show
corrections that are close to zero or in the negatinge to compensate the effect of

its highk impurity content.
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6.7. Direct cell comparison

The last method applied to the aluminium c&tilglied for this thesis was the direct
cell comparison. Currently it is the standard mdthised for comparing fixed point
cells even though this methodology is not intenedssign absolute corrections for
impurity effects. Application of this method foll@d the description previously given
in sections 2.3.2.7 and 4.2.2. Since the SPRToisepto changes in its resistance after
being used, especially at high temperatures, thdityaof cell comparisons is only
achieved by measuring the SPRT at the triple pwiatater and comparing the values
in terms of resistance ratiod/ (equation 2). All five aluminium cells were compare
directly to the reference cell, which is the wortarglard of the NPL for the
temperature 660.323 °C. This standard cell had lpFemiously compared to the
national standard for this temperature. The reguhis comparison allowed the values

of the five cells to be traceable to the natiotahdard.

The measurement protocol followed the sequemsasurement at TPW as an
initial check; measurement of a given aluminium ¢shrting 1 h after recalescence);
measurement at TPW again. For calculations, ordyTtRW values after the SPRT
exposure to the aluminium freezing point are actediior because of temperature
drifts caused to the sensor. In each fixed poid{PTcell or Al FP cell), after becoming
stable, the resistance values were measured vatthétmometer being supplied with
two currents (1 mA and 1.414 mA) in order to endbkmeasured resistance values
to be extrapolated to 0 mA (excluding the influerafethe Joule heating effect).
Figures 106 and 107 exemplify the measurementepeed at the freezing point of
aluminium (cell Al-S) and subsequently at the gipbint of water (cell 768).

The uncertainty of the comparison was caledlaccording to the protocol in use
by the NPL, which accounts for the components renended for international
comparisons. Since the comparison is based uposurezaents at the aluminium
freezing point and TPW, components for the reabisavf both fixed points are
accounted. The components and their respectiveilbotibn are tabulated in the

uncertainty budget given in table 67.
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Figure 106: SPRT measurements to determine thénsating effect of the sensor
inside the aluminium cell Al-S (Sumitomo).
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Figure 107: SPRT measurements to determine thénsating effect of the sensor
inside cell 768 (triple point of water).
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Component Description U?\E:aenr?;gzy (S:ggfsf:gl\g% Distribution Divisor Contrrrl]li)(utlon
Al - Al Repeatability of readings (0 mA) 0.4 x 10" Q/Q 1250 K Normal 1 0.080
Al -B1 Uncertainty of Al reference cell 0.858 mK 1 Normal 1 0.858
Al - B2 Hydrostatic pressure correction 10 mm 1K/ Rectangular V3 0.009
Al - B3 Perturbing heat exchanges 0.7 mK 1 Rectiangu \3 0.214
Al — B4 Self-heating extrapolation 2% of S.H. (3 nK 1 Rectangular 3 0.035
Al - B5 Bridge linearity 0.5 x 10’ Q/Q 1250 K Rectangular 3 0.036
Al — B6 Temperature of standard resistor 20 mK Ird¥Gppm Rectangular V3 0.022
Al — B7 AC/DC, frequency, etc 0.7 x 10’ Q/Q 1250 K Rectangular 3 0.051
Al — B8 Argon pressure in cell 2.6 kPa 7.0 X¥KIPa Rectangular 3 0.106

Sub-total at FP Al 0.897
TPW - Al Repeatability of readings (0 mA) 0.05 x 10/ Q/Q 1000 K Normal 1 0.008
TPW - B1 Uncertainty of TPW cell 0.034 mK 1 Normal 1 0.034
TPW — B2 Hydrostatic pressure correction 5 mm GrK3m Rectangular 3 0.002
TPW - B3 Perturbing heat exchanges 0.01 mK 1 Rgatan \3 0.006
TPW — B4 Self-heating extrapolation 2% of S.H. (R)m 1 Rectangular 3 0.035
TPW - B5 Bridge linearity 0.5 x 10’ Q/Q 1000 K Rectangular V3 0.029
TPW — B6 Temperature of standard resistor 20 mK 5 mR/ppm Rectangular 3 0.005
TPW — B7 AC/DC, frequency, etc 0.27 x 10’ Q/Q 1000 K Rectangular 3 0.016
Sub-total at TPW 0.059
Equivalent at FP Al 0.059 mK 4.2 0.250
Combined uncertainty (k = 1) 0.931

Table 67: Uncertainty budget for the direct conmgamiof cells.



The components accounted for the uncertairgydavided in two main groups,
according to their source: one arising from thdizafion of the aluminium freezing
point and the other from the water triple point.fAsthe type A uncertainty, only the
repeatability of the readings was taken into acto@s for the type B, a range of
components was taken considered. Since the nomiahles resulting from
measurements of the SPRT at these temperatures difeerent ranges, the standard
uncertainties related to the measurement systegnp{attinum wire of the SPRT, the
thermal environment, the bridge and standard w@$isill differ from one temperature
to the other. The uncertainty budget was devel@fied thorough investigation of the
measurement system to appropriately describe dienstand the factors and variables
that influence it and to account each of them atingty. The values for type B
components were only assigned after extensive mdseand measurements to
determine their magnitude, which were all performadr to this investigation, hence
the values were imported to the present budgetoferdetailed description of these

components is given in table 68.

Component Description Comments
Al Repeatability of readings (0 mA) Based on tlamdard deviation of 20 readings
Bl Uncertainty of reference cell Imported from teéerence cell budgek€1)

Uncertainty in assigning the value for the
B2 Hydrostatic pressure correction hydrostatic head (the height of the fixed point
material when in liquid phase)

B3 Perturbing heat exchanges Based on immersitsded furnace profiles

Uncertainty in the current ratios (difference

B4 Self-heating extrapolation between nominal and actual current inputs)

B5 Bridge linearity Based on linearity checks and calibration of the

bridge
B6 Temperature of standard resistoPe”Ved from the temperature coefficient of the
standard resistor
B7 ACIDC, frequency, etc, Accounts other sources arising from the bridge
system
B8 Argon pressure in cell Uncertainty of the measurement of pressure

inside the cell (calibration of gauge)

Table 68: Detailed description of the standard ttag#ies involved in the

direct comparison of cells.
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Taking into account that, in terms of repegitgbof the measurements, the
performance of the SPRT was almost constant ioedl$: the standard deviations of
the measurements (20 readings in each currentiedppi all tested cells were in the
same magnitude. As for the other components thdtdze variable in the uncertainty
budget, the values assigned are actually threshiodd®d on a series of experiments,
their values are overestimated a bit to provide argm up to which actual
measurements could vary but yet guaranteeing the séandard of performance, still
under that threshold. Nevertheless, the uncertaihtiie reference aluminium cell is
by far the major contribution in the uncertaintyocdation (approximately 90 % of the
combined value), which indicates that the otherponents are not negligible but have
a minor impact in the final result. After consideyithe aforementioned information
(especially the fact that there were little difieces in the repeatability of readings),
the same uncertainty was assigned to the compasisalhfive cells tested in relation
to reference cell Al 10/09.

The results of the SPRT measurements andalbalation of the resistance mean
values extrapolated to 0 mA are given in tableTof detailed calculation for the cell
comparison are tabulated in table 70, with the ltesaeing given in table 71. In
figure 108, the results of the comparison of thiésamnstructed to cell Al 10/09 are
shown relative to the traceability of Al 10/09 tellcAl sealed’. The corrections for
the cells are calculated only after the correctionthe reference cell itself was
considered, so that the corrections assignedagedble to the national standard (as if

they were actually compared directly to cell ‘Absed’).
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Resistance meanResistance meanMean extrapolated  Self heating
Cell (1 mA) (1.414 mA) to 0 mA effect
Q Q Q mQ

Al 10/09 86.534 785 3 86.534 989 7 86.534 580 8 00.2
TPW 1147  25.633 092 5 25.633 307 8 25.632877 1 0.215

Al-A 86.533 263 3 86.533 463 3 86.533 063 3 0.200
TPW 767 25.6325814  25.632 798 2 25.632 311 3 0.217

Al-E 86.533 4430 86.533 643 4 86.533 2425 0.200
TPW 1148 25.6326474  25.632 867 4 25.632 427 3 0.220

Al-H 86.533 697 6 86.533 903 6 86.533491 6 0.206
TPW 1148 25.6327140 25.632 926 5 25.632 501 4 0.212

Al-N 86.532 7640 86.532 968 0 86.532 5600 0.204
TPW 767 25.632 443 8 25.632 663 8 25.632 223 8 0.220

Al-S 86.532 576 2 86.532 778 1 86.532 374 2 0.202
TPW 767 25.632 367 6 25.632 585 6 25.632 1497 0.218

Table 69: Results of the SPRT resistance measutsraed the extrapolation
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col e mmemon HySOSRIOTER]  prossye  Presaue w
0 mm O mmHg ) (corrected)
Al 10/09 86.534 580 8 174.00 —0.000 02 760.0 0.0x 10 3.375 918 350
TPW 1147 25.632 8771 274.00 0.000 02 — — —
Al-A 86.533 063 3 174.21 —0.000 02 746.6 1.0%10 3.375 933 950
TPW 767 25.632 311 3 285.00 0.000 02 — — =
Al-E 86.533 2425 173.98 —0.000 02 760.8 -6.0%1 3.375 925 376
TPW 1148 25.632 427 3 272.00 0.000 02 — — —
Al-H 86.533 491 6 174.01 —0.000 02 760.0 0.0% 10 3.375 925 358
TPW 1148 25.632 501 4 272.00 0.000 02 — — =
Al-N 86.532 560 0 174.15 —0.000 02 760.5 - 31D% 3.375 925 435
TPW 767 25.632 223 8 285.00 0.000 02 — — =
Al-S 86.532 374 2 173.61 —0.000 02 760.1 -7.9%1 3.375 927 960
TPW 767  25.6321497 285.00 0.000 02 — — —

Table 70: Calculation diV values for the cells used in the comparison.



Result traceable to

Cell W Test cell — Al 10/09 Nati‘onal stan(,jard (t(g:PAtlrEs:gtei\cl)en )
(corrected) Al sealed
mK mK mK
Al'10/09 3.375 918 350 — — 3.18
Al-A 3.375933 950 4.87 1.69 -1.69
Al-E  3.375925 376 2.19 -0.99 0.99
Al-H  3.375 925 358 2.19 -0.99 0.99
Al-N  3.375 925 435 2.21 —-0.97 0.97
Al-S  3.375927 960 3.00 -0.18 0.18

Table 71: Results of the corrections assigneddditte aluminium cells tested.
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Figure 108: Results of the comparison when tracdbd national standard,

cell ‘Al sealed’.



Based on the results of the comparison, ipassible to observe that the
performance of all tested cells was consistent théhlevel of purity of the material
employed. Besides, calculation\Wfvalues indicated that the values of the testdd cel
were greater than the reference cell Al 10/09 gbetpproaching the reference value
of the national standard. The performance of c&l&, Al-H and Al-N was very
similar while cell Al-S resulted in the closest walto the national standard. As for
cell Al-A, it is important to emphasize that theu# above the reference cell is not an
indicative that this cell outperformed the natios&@ndard (‘Al sealed’) but that this
result is consistent with and confirms that thevalhium samples used in cell Al-A
indeed contain a considerable amount of tkigmpurities, as it was previously
observed in the other methodologies employed (denisig the measurements for the
comparison were taken 60 min after the onset @iescence, when the effect of those
impurities was still taking place). Given theseults it is possible to state that cells
Al-E, Al-H and AI-S would make good standard ceksien being candidates to

substitute the current work standard for the freggioint of aluminium of the NPL.



6.8. Summary of results

With a view to comparing more easily the resédom the various methodologies
investigated in this research, this section sunmsearall the results. Firstly, the results
are given for all methodologies tested with theadarganized by each cell
(tables 72-76). Later, all results are tabulatedainie 77 and shown as a graph in
figure 109.

Assay . SIE _ OME . _ Hybrid _
Origin Correction Uncertainty Bound Uncertainty Correction  Uncertainty
mK mK mK mK mK mK
Supplie -0.1z 0.2t 0.4 0.2¢€ 1.81 0.2Z
AQurg -2.1¢ 1.2 1.0¢ 0.6: -0.6¢ 1.2
NRC -2.45 3.2¢ 1.64 0.94 -1.0¢ 3.24
NIM 33.3i 35.97 32.97 19.01 0.51 2.5¢
Upper . Schell (freek) Spheil k=0) _
Limit Correction  Uncertainty k Correction  Uncertainty
mK mK mK mK
0.2t -3.3¢ 0.27 4.82 -0.5C 0.3t
0.5C -3.8¢ 0.3Z 3.7¢ -0.9¢ 0.21
Gradient Method Thermal Analysis Cell comparison
Correction Uncertainty Correction  Uncertainty Correction  Uncertainty
mK mK mK mK mK mK
-0.4¢ 0.27 1.8C 0.14 -1.6¢ 0.9:

Table 72: Corrections obtained according to théouarmethods tested for
cell Al-A (Alfa Aesar).



SIE OME Hybrid

éﬁ;‘;ﬁ/ Correction Uncertainty Bound Uncertainty Correction  Uncertainty
mK mK mK mK mK mK
Supplie 0.5¢ 0.57 0.5¢ 0.34 2.17 0.0z
AQurs 0.7¢ 0.21 1.31 0.7€ 2.1C 0.11
NRC 0.0¢ 0.7¢ 1.11 0.64 1.52 0.51
NIM 3.9¢ 4.2¢ 4.4¢ 2.5¢ 1.6 0.51
Upper . Schell (freek) Spheil k=0) _
Limit Correction  Uncertainty k Correction  Uncertainty
mK mK mK mK
0.5C 17.0¢ 8.91 0.8:2 1.82 0.1¢
0.8C 6.4 1.7¢ 0.6 1.31 0.11
Gradient Method Thermal Analysis Cell comparison
Correction Uncertainty Correction  Uncertainty Correction  Uncertainty
mK mK mK mK mK mK
1.0¢€ 0.17 2.1C 0.1¢ 0.9¢ 0.9:

Table 73: Corrections obtained according to théouarmethods tested for

cell Al-E (ESPI).
Assay . SIE _ OME . _ Hybrid _
Origin Correction Uncertainty Bound Uncertainty Correction  Uncertainty
mK mK mK mK mK mK
Supplie 5.62 2.6: 6.5¢ 3.7¢ 1.27 0.5:
AQurs 0.2C 0.1t 0.72 0.4z 1.9 0.1:
NRC 0.0¢ 0.5C 0.8¢ 0.51 1.7¢ 0.3¢
NIM 6.0¢ 6.1: 6.8 3.94 1.72 0.5¢€
Upper . Scheil (freek) Spheil k=0) _
Limit Correction  Uncertainty k Correction  Uncertainty
mK mK mK mK
0.5C 23.6¢€ 30.3] 0.8¢ 1.77 0.31
0.8(C 6.8( 4,24 0.6(C 1.24 0.27
Gradient Method Thermal Analysis Cell comparison
Correction Uncertainty Correction  Uncertainty Correction Uncertainty
mK mK mK mK mK mK
0.9C 0.1¢€ 2.01 0.3¢ 0.9¢ 0.9:

Table 74: Corrections obtained according to théouarmethods tested for
cell Al-H (Honeywell).
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SIE OME Hybrid

éﬁ;‘;ﬁ/ Correction Uncertainty Bound Uncertainty Correction  Uncertainty
mK mK mK mK mK mK
Supplie -0.23 0.4f 0.32 0.1¢ 3.1t 0.31
AQurs 0.1 0.1C 0.47 0.27 3.3t 0.0¢
NRC -0.2¢€ 0.3t 0.4f 0.2¢ 3.0¢ 0.61
NIM 10.3¢ 10.71 9.5¢ 5.51 3.4z 0.31
Scheil (freek) Scheil k = 0)
Uppgr Correction  Uncertainty k Uppgr Correction  Uncertainty
Limit Limit
mK mK mK mK
0.2t 7.2¢ 7.8C 0.41 0.5C 2.8¢ 0.1¢
0.5C 16.3¢ 4.4¢ 0.7¢ 0.8C 1.3¢ 0.3C
Gradient Method Thermal Analysis Cell comparison
Correction Uncertainty Correction  Uncertainty Correction  Uncertainty
mK mK mK mK mK mK
1.5C 0.2( 3.32 0.2¢ 0.97 0.9:¢

Table 75: Corrections obtained according to théouarmethods tested for
cell AI-N (New Metals).

Assay _ SIE _ OME _ _ Hybrid _
Origin Correction Uncertainty Bound Uncertainty Correction  Uncertainty
mK mK mK mK mK mK
Supplie -0.11 0.31 0.3¢4 0.2C 1.9C 0.2¢
AQurg 0.34 0.2¢ 0.92 0.5¢ 1.92 0.1¢
NRC -0.04 0.3¢4 0.4¢ 0.2¢ 1.92 0.27
NIM 8.1 8.0C 8.4z 4.8¢€ 2.1C 0.3¢
Upper . Schell (freek) Spheil k=0) _
Limit Correction  Uncertainty k Correction  Uncertainty
mK mK mK mK
0.5C 4.5¢€ 1.8C 0.4< 1.97 0.22
0.8C 5.94 4.1< 0.4¢ 1.4¢ 0.1
Gradient Method Thermal Analysis Cell comparison
Correction Uncertainty Correction  Uncertainty Correction  Uncertainty
mK mK mK mK mK mK
1.41 0.3¢ 2.12 0.2:¢ 0.1¢ 0.9

Table 76: Corrections obtained according to théouarmethods tested for
cell Al-S (Sumitomo).
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Cell AI-A Cell AI-E Cell AI-H Cell AI-N Cell Al -S
Methodology Correction U (k=1) Correction U (k=1) Correction U (k=1) Correction U (k=1) Correction U (k=1)
mK mK mK mK mK mK mK mK mK mK
Supplier -0.13 0.25 0.56 0.57 5.62 2.63 -0.23 0.45 -0.11 0.31
W AQura -2.19 1.27 0.70 0.21 0.20 0.15 0.13 0.10 0.34 0.23
» NRC -2.43 3.28 0.08 0.79 0.08 0.50 -0.26 0.35 0.04 0.34
NIM 33.37 35.97 3.93 4.29 6.08 6.13 10.33 10.71 8.13 8.00
Supplier 0 0.44 0 0.58 0 6.54 0 0.32 0 0.34
g AQura 0 1.09 0 1.31 0 0.72 0 0.47 0 0.92
(@] NRC 0 1.64 0 1.11 0 0.88 0 0.45 0 0.49
NIM 0 32.92 0 4.46 0 6.82 0 9.54 0 8.42
Supplier 1.81 0.22 2.17 0.00 1.27 0.53 3.15 0.30 1.90 0.26
E AQura -0.65 1.27 2.10 0.11 1.93 0.13 3.35 0.08 1.93 0.16
T NRC -1.08 3.24 1.52 0.51 1.79 0.38 3.08 0.60 921. 0.27
NIM 0.51 2.54 1.60 0.51 1.72 0.56 3.42 0.31 02.1 0.36
Freek, lower max -3.39 0.27 17.09 8.91 23.66 30.31 7.29 7.80 645 1.80
E Freek, upper max  -3.85 0.32 6.44 1.76 6.80 4.24 16.35 4.45 594 414
@ k=0, lower max -0.50 0.35 1.82 0.19 1.77 0.31 52.8 0.16 1.97 0.22
k=0, upper max -0.96 0.21 131 0.11 1.24 0.27 913 0.30 1.49 0.13
Gradient 1.80 0.14 2.10 0.18 2.01 0.36 3.32 0.28 2.12 0.23
Thermal -0.48 0.27 1.06 0.17 0.90 0.18 1.50 0.20 141 0.33
Comparison -1.69 0.93 0.99 0.93 0.99 0.93 0.97 .930 0.18 0.93

Table 77: Summary of the results according to #moous methodologies investigated for the five ahuam cells constructed.
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Figure 109: Comparison of the corrections yieldgdhe different methods investigated, for the foedis.




Considerable variation in the quality of theemical analyses was observed. Very little
information was provided regarding the uncertaoftthe measurements. Unless otherwise
stated, the uncertainty was assumed to be equalagnitude to the stated amount of

impurity.

An ICP-AES (inductively coupled plasma atoramission spectroscopy) analysis was
performed for the aluminium supplied by Honeywsligplier’'s assay). Since this technique
does not have sufficient sensitivity to detect imijpes at the level of parts per billion, it was
detrimental to the reliability of the estimatesttti@pended on this result. The analyses using
the suppliers’ own assays are therefore includedilliastration only. A similar issue
occurred to the ESPI sample (when the suppliesayagas considered) but in this case it
was due to the fact that only one major impurityswlatected which, in comparison to the
GDMS from the independent laboratories, does netnst be true. Consequently, it is
paramount that metals at this level of purity arppdied with GDMS analysis in order to
enable the users to apply correction methodolap@srequires knowledge of the impurity

content or to guide the application of other caicgcmethods.

Despite showing poor agreement with each othgeneral, the GDMS results from labs
AQura, NRC and NIM for the metal from Supplier Aneerery consistent with respect to
the titanium (Ti) content of the material. Ti issggnificant impurity in Al because it is
commonly observed in relatively large concentrajaand because it has a high valu& of
(approximately 6.4). However, for Ti the uncertgidéeclared by NRC is a factor of 10 larger
than that of AQura. This explains why the SIE agbrid SIE/modified OME corrections
for AQura and NRC are similar but the uncertainéies quite different. The metal supplied
by Alfa Aesar was remarkable because the consigteigh levels of titanium indicated by
the various GDMS analyses coincided with the okleishape of the freezing curve, which
exhibited a large downward slope at the beginninth® freeze, consistent with the shape
that would be expected from a highmpurity [22]. This is evident in Figure 41 and 46

(section 5.3).

The GDMS analysis from NIM presented some umoon peaks of selenium (varying
from 13 ppm to 113 ppm) in the metal from all sugns, which does not correspond to the
nominal purity of the samples, whose maximum noinimgurity content should be less
than 1 ppm. Since this was unique to the resutts fthis laboratory, it is suspected that



some contamination could have occurred during tkecwion of the GDMS analysis
procedure.

The results from AQura for the ESPI metal shdwan unusually high peak of
Bi (1.7 ppm). This laboratory reported that the pearhad been checked with a second
GDMS apparatus and the Bi peak proved to be repibldy even though it just appeared in
the results from this lab. Nevertheless, the ligaidlope of bismuth in aluminium is very
small (- 0.039 mK/ppm), so the overall contributivom this high peak corresponds to

only 66 pK, therefore not producing a major observable ¢ffecthe freezing curve.

The OME results based on the analysis perfddoyeNRC on the metal supplied by Alfa
Aesar yielded a large estimate due to unusually heyels of Co, Fe, Ni, Si, and Ti
(amounting to about 60 % of the total impurity cemication). It does not affect the SIE
because the influence of Co, Fe, Ni and Si oppoddaver the correction coming from the
titanium peak. As for the hybrid method, only FéaNd Ti are accounted in the hybrid SIE

component (in which Fe and Ni lower the Ti influehc

The supplier’s chemical analysis results fBPEmetal showed only 0.9 ppm of silicon
as a detected impurity. No further information wasilable concerning either which
elements were analysed, or the detection limitsienogrtainties. Since the hybrid SIE/OME
method uses GDMS data only for impurity wktki 0.1, the hybrid SIE component was zero.

Fitting of the Scheil model was performed osgefected ranges using a lower limit
of Fs 0.05 and upper limits of both B.50 and F0.80, to give an indication of the sensitivity
of the method to the range of the freezing cunar exhich fitting was performed. However,
these limits were not possible for the metals A Bndror these two metals, upper limits
of Fs 0.25 and F0.50 were employed (except for tke O variation of the Scheil method
for the cell Al-N, which did not require adjustmsndf the ranges applied). Metal A
consistently presented a high peak (about 2 mK eltoer mean temperature of the plateau)
at the beginning of the freeze, indicating the eneg of a higlk impurity, almost certainly
Ti, as a high Ti concentration was indicated bylal GDMS analyses. For the fitting of the
Scheil model wittk fixed at zero, this peak at the beginning hadetexcluded from the fit.

A key result which is evident in figurE09 is the relatively large variation in the

corrections which depend on the GDMS analysis. Thiattributable to the very large
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inconsistencies in the GDMS results from differpraviders, for the same metal samples.
The methods which exhibited the best consisteney guantitative agreement) were the
Hybrid SIE/Modified-OME method, and the Scheil nath{providedk was fixed at zero in
the fit). Both these methods are insensitive torerin the GDMS analysis. This is because
the SIE component of the hybrid SIE/Modified-OME thead only takes into account
impurities withk > 0.1, so that relatively large amounts of impuate needed to effect a
given temperature depression compared with imesritiavingk < 0.1, while the Scheil

method does not rely on the GDMS analysis at all.

All methodologies investigated in this theare advocated by one or more National
Metrology Institutes. As this thesis has shown,heat these methods yield a different
estimate, which makes it difficult to establish anparability pattern among them. This
subject still demands further studies in orderubssantiate the adoption of a method that
can appropriately encompass all the aspects inh&rehe influence caused by impurities
in high purity fixed-point materials. Despite allethodologies proposed, the methods
hitherto endorsed by the BIPM/CCT are still the $dBd OME if the SIE is not feasible)
and the direct comparison of cells, which is thehoé currently used to account for the
impurity effects (which actually supersedes thisl amy other effects) in international
comparisons at the level of NMIs. The comparisoncells keeps the traceability and
comparability of the fixed-point temperature reatlisns performed by the various NMlIs
and metrology laboratories across the world, néisténding particular effects caused by
impurities in the cells involved since these effagbuld be accounted for by the temperature

differences found in between the cells.



Chapter 7

Conclusions and suggestions for further research

ITS-90 temperature fixed points have to bestmcted using materials of very high
purity since the scale is based upon phase tranafans of ideally pure substances.
Currently, improvements in measurement capabiliiethe level of National Metrology
Institutes are impeded mostly by impurities in fixgoint cells, either present in the raw
material or arising from contamination during ceastion. Residual impurities below ppm
levels can cause a temperature difference of tderoof a few millikelvins, the most
substantial contribution to the uncertainty of mm SPRT calibrations. In order to tackle
this issue, in 2005 two methods were recommendeldebZ CT but it was only recently that
some advances and publications allowed their impigation in full. Since then, a number
of complementary methods have been proposed, vehechased on the shape of the freezing
curve itself. These complementary methods wouldgntas their main advantage the lack
of dependence on chemical assays; however, thevdistage is that they rely heavily on
various assumptions about the relationship betwleeshape of the freezing curve and the

impurities.

This thesis was based on measurements madethet freezing point of
aluminium, 660.323 °C as defined by the ITS-90. Tien reason for this ITS-90 fixed
point being chosen for this study is that it is thghest temperature fixed point accessible
to SPRTs and a key fixed point for the calibratdimigh temperature SPRTs. The purpose
of the present thesis was to construct a suitezefdluminium fixed point cells, each using
metal from a different source (hence exhibiting @enrange of impurity effects) and
systematically apply the available impurity correstmethods to all cells to identify the

consistency of the methods and any difficultiesniplementing them.
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The fixed point cells were constructed usiatches of nominally 99.9999 % (6N) pure
aluminium obtained from five different supplierstfadAesar (USA), ESPI Metals (USA),
Honeywell (USA), New Metals and Chemicals (UK) a@dmitomo Corporation (Japan).
The aluminium was supplied in the form of shotgsluthe only exception being a
monolithic block supplied by Sumitomo. The puritytbe graphite parts was declared to
be 99.9995 % by the supplier (SGL Carbon). Therarged within the cell was contained

in a dedicated cylinder and its purity was decldoelde 6N grade.

The design of the cell was basically one wihiak been in use by the thermometry team
at NPL for a long time. This could be advantagemsishe equipment and procedures used
in various world leading NMls are similar so thia¢ tresults of this thesis could be directly
applied to other standards. In essence, the caBists of an aluminium ingot contained
within a graphite crucible (with graphite felt dssinterspersed with graphite heat shunts on
top), all enclosed in a quartz tube. The cell, Wwhatso has a quartz re-entrant well for the
insertion of the SPRTSs, is sealed with a (watedemjometal cap that is connected to an

external gas handling system for pumping and bbickfiwith pure argon.

The construction of all cells meticulouslyléaled the same procedure to ensure the
investigation could be performed as systemati@alpossible. Great care was taken to avoid
the contamination of the materials. Prior to uke,draphite pieces were baked in vacuum
at 1100 °C for a period of 48 hours, while the @itpfelt discs were cut and baked at
around 1000 °C for 40 hours. Each set of componeats baked separately in the same
dedicated clean quartz tube. The casting of theniaium fixed point ingot could be
completed in two stages: the first containing a @06ad and the second stage containing
the remainder mass (approximately 32 g) and thertios of the graphite re-entrant well.
This was performed at a temperature of about 67@n°@rgon atmosphere (pressure
around 103 kPa). In average, a total of 231.9 g waployed in each cell, which is
equivalent to an immersion depth of 172 mm for SPRISide the thermometric well

(column of liquid aluminium).

In order to perform the measurements withciks, equipment of the best kind currently
available were used: a Fluke 9114 three-zone fernaagpled with water cooling circulation;
two brand new 25.5 ohm SPRTs; an ASL F900 thermgniieidge (previously calibrated
and adjusted to provide optimal performance) cotateto a calibrated 25 ohm standard
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resistor maintained at 20 °C in an oil bath (loagnt stability of 0.004 °C). Before use, the
furnace had been optimised for use with these alwmi cells through a series of tests to
identify the best controller parameters to guamoigimal thermal stability and uniformity
during the freezing realisations. These tests wermrmed at a temperature around 658 °C.
The long term stability of the furnace was 32 mkégk to peak, over a period of 50 hours)
and the uniformity was equivalent to 13.3 mK, inastending gradient as measured up
to 14 cm from the bottom of the re-entrant well.faisthe SPRTSs, before being used for the
measurements they were properly annealed and eglastthe most stable sensors from a
suite of six thermometers extensively tested. Afeaching stability, their resistance drift at
the triple point of water (in consecutive measurneta@fter being soaked at 670 °C during
the annealing) did not exceed 0.1 mK, showing amstanding performance. The
measurements considered in this thesis were matiethved SPRT manufactured by Chino
Corporation, model R800-2, serial number RS129-03.

Apart from the equipment described aboveirthestigation also employed one reference
aluminium cell Al 10/09 (setup in a dedicated fuegand four triple point of water
cells from the NPL batch of standard cells. Therexrion for the aluminium cell
was 3.18 mK = 1.72 mKk(= 2). As for the TPW cells, they were used onlyewlhheir ice
mantles were adequately annealed and had no donecassigned for them but the
uncertainty for their calibration was = 70 pk< 2).

The measurements were recorded via bespokeagef that communicated with the
thermometry bridge via IEEE-488 interface, coningllit and acquiring the data. The
measurements used for this thesis were basedadbreell, on an initial measurement of the
SPRT Chino at the TPW, followed by four sets oftinglfreezing point realisations in the
aluminium cell (plus a further freeze specific floe comparison) and the final measurement
at the TPW. For the melting curves, the furnacepenature was adjusted to 5 °C above the
melting point and the fixed point material left real for 20 hours to allow the diffusion of
impurities in the metal. As for the freezing curvagier the inner solid/liquid interface was
induced, the furnace temperature was set to 0det@v the freezing point. Both melting
and freezing realisations were made with the dbédf with pure argon to a pressure
of 1 atm (101 325 Pa). The freezing curves usedhi®icalculations of the cell comparison
included a procedure to evaluate the self-heatifegteof the SPRT in the cells. The cells
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were compared in terms O0MToo), after corrections for the self-heating effectdan
differences in hydrostatic head were appropricapiglied.

In order to better characterise the impurityfile of the metal samples and to implement
some of the correction methodologies investigatad)ples were prepared and sent to three
third party laboratories (AQura, NRC and NIM) todseemically analysed by the technique
known as glow discharge mass spectrometry (GDM33%. fEchnique is capable of detecting
impurities at sub-ppb levels. Since the samplestbd® cast and prepared according to the
GDMS suppliers’ requirements, further analyses weeeformed (X-ray photoelectron
spectroscopy, XFR, and scanning electron microsc&BM) and they confirmed the
samples were not contaminated during the procesarmple preparation.

In total, seven methodologies were investidiatEhey were: the sum of individual
estimates (SIE), the overall maximum estimate (OMBg hybrid SIE/modified OME
method (the hybrid method), the Scheil method,gitaelient method, the thermal analysis
method (1/F method) and the direct comparison té.céor the hybrid method, only the
impurities withk> 0.1 were calculated via SIE, while the modified BMomponent was
estimated via least-squares fitting applied torttieasured freezing curves over thedhge
from 0.05 to 0.20. The Scheil method was appliedwo ranges of &rom 0.05 to 0.50
and 0.05 to 0.80 in two configurations (firstly wthe Scheil equation variablés mcandk
set as free parameters, and secondly Wjtimc set as free parameters lftxed as zero).
As for the gradient method, it was calculated thioa linear fitting to the freezing curve in
the K range from 0.45 to 0.55, while the thermal analysias calculated via a linear

regression applied to the range #1Ro 1/F=1.5.

Large discrepancies were exhibited by theousriGDMS assay results from the three
laboratories. The impurity profile of the new rdsuhre very different from the impurity
distribution indicated by the original assays siggplwith the aluminium samples, notably
the overall impurity content. Much more impuritigsre detected (in both quantity and type)
by the third party labs than the suppliers’ ownagisswhich implies that the latter may be
incomplete. Furthermore, this characterises theen@tonly before it is cast into an ingot
and used in the fixed point cell, as further reatditake place which potentially degrades

the material purity.
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The vast majority of laboratories that constriixed point cells make use of only the
information given in the assays supplied with tagles, not ordering a further independent
chemical analysis. This means that evaluationsthsalely on this information would yield
incomplete accounts/assumptions about the impsiréied corrections that are due. Still,
measurement uncertainties are rarely declaredeirasbays. Such issues call for an urgent
need for the traceability of GDMS instruments (@adtion and comparison methods). These
facts hinder considerably the application and bdiig of the correction methodologies that
solely depend on the chemical analysis, namelyStikeand the OME methods (the ones

recommended by the CCT) at present.

From the five cells which were constructed amehsured for this study, two of them
(cells Al-A and Al-N) presented an abnormal, i.enfrmonotonic, shape of the freezing
curves despite all the care taken to avoid contanain of the materials. The steep beginning
of the freezing curve in cell Al-A (equivalent tbaut 2.2 mK) was possibly caused by the
expressive concentration of titanium (479 ppb, ppP and 640 ppb) detected by the GDMS
providers. This assumption was guided and reintbriog the chemical analysis. It is
important to highlight here that, as mentionedhmprevious paragraph, were it not for these
extra analyses, this connection would not be \egtifince according to the assay provided
by Alfa Aesar the titanium content was only 37 ppb.for the discontinuity towards the
end of the freezing slope measured in cell Al-Nwds speculated that somehow the
impurities that caused this behaviour were predantiy effective in a later stage of the

freezing curve due to inhomogeneous distributiothefimpurities.

Given the results obtained from the calcufeiaccording to the various methodologies
investigated, it was shown that indeed the metihecismmended by the CCT were the most
inconsistent results, along with the Scheil mettibd‘free k' variant). The most consistent
methods, on the other hand, were the hybrid SIEfimddOME and the Scheil method with
the distribution coefficient fixed at zero (Scheiethod k = 0). Since the hybrid method is
partly based on the chemical analysis and partiivel@ from the actual freezing curve
measurements, any differences in the GDMS assayend to have a smaller impact on the

overall result.

To conclude, this is the first time that atswf five aluminium fixed point cells, each

constructed following the same rigorous procedsragialuminium from a different source,
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has been subjected to a systematic analysis of ritppcorrection methodologies by
obtaining a series of freezing curves measuredruddatical conditions for all five cells.
Also for the first time, GDMS samples were metiadly prepared and analyses were

obtained from three different providers for eaclhhaf five metals used.

7.1. Suggestions for further research

As future investigations and suggestionsrfgrovements, much still has to be done with
regards to the GDMS analysis. To date it is thetrappropriate technique to analyse high
purity metals (overall impurity concentration ecalent to 1 ppm or better), performing
multi-element analysis with direct solid samplirapabilities. However, the main drawback
of the technique (maybe for all chemical analygies) is the lack of agreement in the results
from different suppliers, and the absence of argtadation of uncertainty. There are few
laboratories that commercially provide this typeamfalysis but their results must agree
within a reasonable level. This issue calls foritiiervention of an international organisation
(most probably the Consultative Committee for AmoohSubstance, CCQM) to enforce
guidelines, standards, calibration regimes andquhoes (using certified reference materials

to calibrate the analysers), inter-comparisons, etc

One issue to be investigated would consistpéating the GDMS analyses but swapping
the samples that were returned among the laboeatdessentially, that would mean that the
same sample would be measured by the three labesatosed: the samples originally
measured by AQura would be also sent to NRC aed tatNIM, and so on. This would be
another proof of the inconsistencies in the analgsid ultimately it would be a blind inter-
comparison. Furthermore, it could also be extenttedhemical analysis of samples
extracted from the aluminium ingots, right aftee tonstruction of the cell was completed
and also after a given number of hours in use. Toslld provide evidence of the
changes/evolution in the impurity profile from timtial raw material, to the material after
an initial reaction with the other materials durgagting, and after some aging of the cell.

Given the current limitations related to thediability of the GDMS analysis, the
application of the SIE correction methodology laakedibility. Therefore, the CCT

endorsement of this methodology ought to be revienvéhe near future, leading to further
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investigations and the continuation of the discussin how the effect of impurities in fixed
point cells should be dealt with: apply the estenas corrections, use the estimate as an
uncertainty component (while the correction assigsteould be relative to comparisons with
reference cells), which method(s) should be endifi$so, in which circumstances) and so
on. Hopefully the present investigation describedhis thesis will help substantiate these
changes. No matter what the outcome of this will figely the scientific community,
especially the thermometry laboratories in NMiIsll Wwenefit from an up-to-date, unified
approach that is in line with the available teclogas, measurement capabilities and

theoretical/experimental data.
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